8. COMPUTED RESULTS

(1) Grid

The grid used in the following computations is shown in Fig. 8-1. A direct numerical method 7) was used for the grid generation.
A circular cylinder of unit diameter forms an inner boundary. The outer boundary forms a circle whose diameter is 40 times that of the inner circle. The number of grid points are 81 in $\xi$-direction and 41 in $\eta$-direction. The grids are clustered near solid wall and in the wake region to obtain high resolution there. The minimum $\eta$-spacing adjacent to the body is 0.01. 80 points are placed uniformly on the solid wall. A cut along $\eta$-axis is placed on the line of symmetry at upstream. It is doubly defined as $i = 1$ line and $i = IM$ line. The grid is made orthogonal near solid wall so that the boundary condition for pressure derived in the Appendix may be used.

(2) Parameters and conditions in computation

The condition shown in Section 7-(4) was used for initial conditions in all the computations shown in the present paper. The boundary conditions used are as shown in Chapter 7.

The parameter $\theta$ for Padé time differencing shown in eq.(4-1) was set as unity (Euler implicit), and $\omega_\xi$ and $\omega_\eta$ for numerical dissipation terms shown in eq.(4-12) were both set as 0.80.

(3) Convergence criteria

Computation was continued until a convergence parameter reached a certain value. The convergence parameter $\varepsilon_k$ is defined as shown below 8).
\[
\epsilon_{it} = \frac{\text{Max} \left\{ \frac{\sqrt{(\Delta u)^2 + (\Delta v)^2}}{\text{Max}(u^2 + v^2)} \right\}, \frac{\text{Max}(|\Delta p|)}{\text{Max}(p) - \text{Min}(p)} \right\}}{\Delta t}
\]  

(8.1)

(4) Computed flow fields

Flow velocity vectors at \( \text{Re} = 40 \) are shown in Fig. 8-2 (a) and (b). The flow is completely symmetric and a twin-vortex is formed aft of the body.
A perspective view of the pressure distribution at $Re = 40$ is shown in Fig. 8-3 (a) and (b). No oscillation is observed in the distribution, since 4-th order numerical dissipation terms are added to the original equations (see eq. (4-12)).
(5) Time history of convergence parameter

The time history of the convergence parameter $\epsilon_{it}$ at $Re = 40$ is shown in Fig. 8-4. $\epsilon_{it}$ is defined in eq.(8-1). It shows exponential decay both in cases $\Delta t = 0.5$ and $\Delta t = 1.0$, though short wave oscillations appear on the curves. At $\Delta t = 1.0$, $\epsilon_{it}$ reduces to about $1.0 \times 10^{-6}$ after 200 timesteps. This means that the computed values will change 0.1% at most in the next 1000 timesteps. In a timestep $\Delta t = 1.0$, a flow particle travels a distance equal to the diameter of the cylinder with a freestream speed. Therefore, it may be stated that the solution with $\Delta t = 1.0$ is converged after 200 time-

![Graph showing the time history of convergence parameter $\epsilon_{it}$ with logarithmic y-axis and linear x-axis. The graph includes two curves for $\Delta t = 0.5$ and $\Delta t = 1.0$ showing exponential decay with oscillations.](image)

Fig. 8-4 Convergence parameter $\epsilon_{it}$. $Re = 40$. 
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steps. The CPU time required per timestep is 25 seconds, using the Fujitsu FACOM M-180IIAD computer at the Ship Research Institute.

The number of timesteps needed for reducing $e_{it}$ to a specified value at $\Delta t = 1.0$ is about half of that at $\Delta t = 0.5$. However, the computation at $\Delta t = 2.0$ showed poorer convergence than $\Delta t = 1.0$. Therefore, it may be stated that practically the maximum allowable timestep $\Delta t$ is about 1.0 in the present computation.

(6) Truncation error analysis

The truncation error analysis was made using the method shown in Chapter 6.

Before analyzing the flow field, the accuracy of the method and the computer code was checked, using the grid shown in Fig. 8-1. First, a model function which is linear with $x$ and $y$ was used. The results satisfied eqs. (6-35) and (6-37) with an accuracy of more than four significant figures. Second, a model function which is quadratic with $x$ and $y$ was used. The second differencings thus obtained agreed with the exact values with an accuracy of approximately three significant figures.

The distribution of the points where the analysis was made is shown in Fig. 8-5. The results are shown in Table 8-1 (a)-(e). The numbers 1 — 7 in the table correspond to those in eqs. (6-29) — (6-31). * denotes difference, and ~ denotes truncation error, both of which are estimated using the method described in Chapter 6. The magnitude of the terms representing differences and truncation errors in the table is normalized using the term of

Fig. 8-5  Spatial point distribution for truncation error analysis.
Table 8-1 Truncation error analysis. Re = 40.

(a) Point A  i = 15, j = 3

<table>
<thead>
<tr>
<th>i</th>
<th>15</th>
<th>j</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>-0.510</td>
<td>0.523</td>
<td>-1.00</td>
</tr>
<tr>
<td>~</td>
<td>-0.267D-02</td>
<td>0.269D-02</td>
<td>0.967D-02</td>
</tr>
<tr>
<td>MAX =</td>
<td>-1.3205</td>
<td>AT L = 3</td>
<td>SUM = -0.9691D-03</td>
</tr>
<tr>
<td>Y-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>-0.558</td>
<td>0.456</td>
<td>-0.437</td>
</tr>
<tr>
<td>~</td>
<td>-0.514D-02</td>
<td>0.444D-02</td>
<td>-0.355D-01</td>
</tr>
<tr>
<td>MAX =</td>
<td>0.77077</td>
<td>AT L = 5</td>
<td>SUM = 0.63175D-03</td>
</tr>
<tr>
<td>CONTINUITY EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>-1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>~</td>
<td>-0.524D-02</td>
<td>0.592D-02</td>
<td></td>
</tr>
<tr>
<td>MAX =</td>
<td>-3.6412</td>
<td>AT L = 1</td>
<td>SUM = 0.12530D-03</td>
</tr>
</tbody>
</table>

(b) Point B  i = 28, j = 10

<table>
<thead>
<tr>
<th>i</th>
<th>28</th>
<th>j</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>0.359D-01</td>
<td>-0.506D-01</td>
<td>1.00</td>
</tr>
<tr>
<td>~</td>
<td>0.117D-03</td>
<td>-0.186D-04</td>
<td>0.372D-02</td>
</tr>
<tr>
<td>MAX =</td>
<td>0.24815</td>
<td>AT L = 3</td>
<td>SUM = 0.8609D-04</td>
</tr>
<tr>
<td>Y-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>0.297</td>
<td>0.107D-01</td>
<td>0.675</td>
</tr>
<tr>
<td>~</td>
<td>0.820D-02</td>
<td>0.374D-03</td>
<td>0.258D-01</td>
</tr>
<tr>
<td>MAX =</td>
<td>0.05496D-01 AT L = 5</td>
<td>SUM = 0.87790D-04</td>
<td></td>
</tr>
<tr>
<td>CONTINUITY EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>1.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>~</td>
<td>0.170D-01</td>
<td>-0.351D-01</td>
<td></td>
</tr>
<tr>
<td>MAX =</td>
<td>0.8658D-01 AT L = 2</td>
<td>SUM = 0.46554D-06</td>
<td></td>
</tr>
</tbody>
</table>

(c) Point C  i = 36, j = 20

<table>
<thead>
<tr>
<th>i</th>
<th>36</th>
<th>j</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>0.129D-01</td>
<td>-0.948D-01</td>
<td>1.00</td>
</tr>
<tr>
<td>~</td>
<td>0.782D-04</td>
<td>0.163D-04</td>
<td>0.160D-02</td>
</tr>
<tr>
<td>MAX =</td>
<td>0.6492D-01 AT L = 3</td>
<td>SUM = -0.1712D-04</td>
<td></td>
</tr>
<tr>
<td>Y-MOMENTUM EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>-0.470</td>
<td>0.192</td>
<td>0.274</td>
</tr>
<tr>
<td>~</td>
<td>-0.193D-02</td>
<td>0.952D-03</td>
<td>-0.110</td>
</tr>
<tr>
<td>MAX =</td>
<td>0.1703D-01 AT L = 4</td>
<td>SUM = 0.11277D-04</td>
<td></td>
</tr>
<tr>
<td>CONTINUITY EQUATION.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>1.00</td>
<td>-1.00</td>
<td></td>
</tr>
<tr>
<td>~</td>
<td>-0.690D-02</td>
<td>-0.497D-02</td>
<td></td>
</tr>
<tr>
<td>MAX =</td>
<td>0.3882D-03 AT L = 1</td>
<td>SUM = 0.3076D-05</td>
<td></td>
</tr>
</tbody>
</table>
maximum absolute value in each equation, and the maximum absolute value is shown as titled "MAX=". "L=" shows the number of the term used for normalization. "SUM=" denotes [residual] shown in eqs. (6-29) — (6-31). It is the sum of the terms representing differences in the equations. If a steady-state is completely reached, the sum must be zero. The term is not normalized, therefore the ratio SUM/MAX indicates how closely the solution obtained reaches steady-state.

The point A is in the shear layer attached on the solid wall. All the physical terms in the three equations are large.

The point B is in the free shear layer shortly after separation. The x-momentum equation shows that the pressure gradient is balanced by the shear-stress term. Since the direction of the flow is approximately parallel with x-axis, all the terms in the y-momentum equation are small.

The point C is close to the core of the wake bubble. All the terms are small.

The point D is located away from the cylinder and the wake region. The flow is almost irrotational, and all the viscous terms are small.

The point E is in the wake region away from the cylinder. Though all
the terms are small, the viscous terms are relatively large, which is in contrast to the point D.

Finally, considering all the results shown in Table 8-1, it may be stated that:

a) The present computed results may be considered as the steady-state solution with a good accuracy.

b) The truncation errors are very small compared with the main differenced terms. Therefore, the current differenced form of equations approximates the true differential equations accurately.

c) The 4-th order numerical dissipation terms explicitly added to the original equations are so small that the accuracy of the solution is not degraded by them.

(7) Comparison with experiments

Pressure distribution on the cylinder at $Re = 40$ is shown in Fig. 8-6, together with the experimental data by Grove et al 9) and Thom 10). The computed values show good agreement with experiments, especially with Grove’s results. The reason may be that the Grove’s results were obtained under smaller wall effect than Thom’s, and that the computation was made under even smaller wall effect. The wall effect parameter $d/h$ in the figure is such that $d$ is the diameter of the cylinder and $h$ is the distance between upper and lower surrounding walls.

Computed pressure distributions on the cylinder at $Re = 10, 20, 40, \text{ and } 80$ are shown in Fig. 8-7. All the computations were made using a timestep $\Delta t = 1.0$. The computed results are symmetric, and no sign of asymmetry or instability is observed.

The front stagnation pressures are shown in Fig. 8-8. The solid line in
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Fig. 8-6  Pressure distribution on a circular cylinder. $Re = 40$.

Fig. 8-7  Computed pressure distributions. $Re = 10, 20, 40 \text{ and } 80$. (367)
the figure indicates theoretical values derived by Grove 9), using the concept of the boundary layer. The present computations show reasonable agreement with the experiments, and show good agreement with theoretical values by Grove especially at higher Reynolds numbers, where the boundary-layer concept becomes valid.

The rear stagnation pressures are shown in Fig. 8-9. The computed results show good agreement with Grove's results, where a splitter plate was used in order to stabilize the flow and maintain the symmetry of the vortex wake. No such device was needed in the computation, since numerical disturbances are much smaller than those in the real flow.
Fig. 8-10 Drag coefficient $C_D$.

Fig. 8-11 Pressure drag coefficient $C_{D,p}$.

Fig. 8-12 Separation angle.
Drag coefficients are shown in Fig. 8-10. Tritton's experimental curve (11) is shown by a solid line. The computed drag coefficients were obtained using the method described in Appendix A2. They agree well with the experimental curve at Re = 10, 20, and 40, though the curve is slightly higher. The reason for the deviation at Re = 80 may be that the computed flow is completely symmetric, while oscillations appear in the real flow.

Pressure drag coefficients $C_{DP}$ are compared with several experiments in Fig. 8-11. The computation of $C_{DP}$ was made by picking up only the contribution by pressure in eq. (A2-6) in Appendix A2. The agreement is again good.

Separation angle $\alpha$ is shown in Fig. 8-12. $\alpha$ is defined as an angle from the aft-end point. They show good agreement with experiments.

Wake bubble length $X_L$ is shown in Fig. 8-13. $X_L$ is defined as the distance between the wake stagnation point and the cylinder center, following Grove (9). They are in excellent agreement with the experiments by Taneda (13) and Homann (12). The Grove's results do not agree with the other data, which may be due to the wall effect.

(8) Results at Re = 160

Computation was made at Re = 160. This time, the steady-state was not reached, and the flow became unstable and unsymmetrical. It is shown in Fig. 8-14. The vortex shedding which is similar to the Karman vortex in the real flow is observed. This shows the potential of the present computational scheme to time-accurate problems, though anything further cannot be stated in the present context.
9. CONCLUSIONS

There are two ways for evaluating a computed result. One is to compare it with experiments. The other is to estimate the magnitude of numerical errors arising at various stages in the computation and to assure that the solution obtained is reliable.

The present work is aimed at fulfilling the latter requirement as much as possible. The truncation error analysis in Chapter 6 together with the computed results demonstrates how accurately the finite difference equations approximate the original differential equations.

The agreement with measurements is very good, in general. It seems to the present author that some of the measurements are affected by the wall effect, which causes discrepancy from the computed results.

The accuracy and efficiency of the present implicit factored method for solving the incompressible Navier-Stokes equations have thus been successfully demonstrated. Future tasks are, the extension to three-dimensional problems, modification to time-accurate scheme, and inclusion of a turbulence model for solving high Reynolds number flows. The extension to three-dimensional flows is straightforward, because the present scheme is written in vector form. The approximate factorization is also valid in three-dimensions. Unsteady flows will be solved using the present scheme, if one uses a simple corrective procedure adopted by Steger et al. 4) for the continuity equation. The easiest way of including a turbulence model is to use
the eddy viscosity model 3). The inclusion of a more complex turbulence model, such as the k-ε model, is possible, because the added equations for k and ε have forms similar to the momentum equations. k and ε are simply added to the vector q.

Therefore it may be stated that the implicit factored method has the potential for solving more complex flows in the future.
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APPENDIX

A1 Boundary condition for pressure on solid wall

(1) First fundamental quantities of \((\xi, \eta)\) curves (ref. 6)

Mapping of \((x, y)\) plane to \((\xi, \eta)\) plane is defined by

\[
\begin{align*}
\xi &= \xi(x, y) \\
\eta &= \eta(x, y)
\end{align*}
\]

or

\[
\begin{align*}
x &= x(\xi, \eta) \\
y &= y(\xi, \eta)
\end{align*}
\]

(3-1)

First fundamental quantities \(E, F,\) and \(G\) are defined as

\[
d_{s}^{2} = Ed_{\xi}^{2} + 2Fd_{\xi}d_{\eta} + Gd_{\eta}^{2}
\]

(A1-1)

where \(ds\): line element.

\[
\begin{align*}
E &\equiv x_{\xi}^{2} + y_{\xi}^{2} \\
F &\equiv x_{\xi}x_{\eta} + y_{\xi}y_{\eta} \\
G &\equiv x_{\eta}^{2} + y_{\eta}^{2} \\
H &\equiv \sqrt{EG - F^{2}} = \frac{1}{J}
\end{align*}
\]

(A1-2)

Line elements \(ds_{\xi}\) along \(\xi\)-axis and \(ds_{\eta}\) along \(\eta\)-axis, and an angle \(\omega\) between them are (Fig. A1-1),

\[
\begin{align*}
ds_{\xi} &= \sqrt{E} \, d\xi \\
ds_{\eta} &= \sqrt{G} \, d\eta
\end{align*}
\]

(A1-3)

\[
\cos \omega = \frac{F}{\sqrt{EG}}, \quad \sin \omega = \frac{1}{J\sqrt{EG}}
\]

Fig. A1-1  Line elements \(dS_{\xi}\) and \(dS_{\eta}\)

(2) \(x\)- and \(y\)-momentum equations

Original momentum equations (2-1) and (2-2) are transformed into 1st
and 2nd components of eq. (3-8), using eq. (3-1).

Boundary conditions for \( u \) and \( v \) imposed on solid wall are,

\[
u = v = 0 \text{ on solid wall}
\]

Using the above condition in the transformed momentum equations (Fig. A1-2),

\[
\begin{align*}
ap_t + b p_\eta &= \frac{1}{Re} \left( \hat{b} u_{\xi \eta} + \hat{c} u_{\eta \eta} + \hat{e} u_\eta \right) \\
cp_t + d p_\eta &= \frac{1}{Re} \left( \hat{b} v_{\xi \eta} + \hat{c} v_{\eta \eta} + \hat{e} v_\eta \right)
\end{align*}
\tag{A1-4}
\]

(3) Momentum equation in direction normal to \( \xi \)-axis

Using eq. (A1-3), \( e^\xi \), which is a unit vector along \( \xi \)-axis, is

\[
e^\xi = \left( \frac{x_\xi}{\sqrt{E}}, \frac{y_\xi}{\sqrt{E}} \right)
\tag{A1-5}
\]

\( e^n \), a unit vector in direction normal to \( \xi \)-axis, is then,

\[
e^n \equiv (e^n_x, e^n_y) = \left( -\frac{y_\xi}{\sqrt{E}}, \frac{x_\xi}{\sqrt{E}} \right)
\tag{A1-6}
\]

The momentum equation in \( e^n \) direction is obtained as

\[
\begin{align*}
\text{[momentum eq. in } e^n \text{ direction]} &= e^n_x \text{ [x-momentum eq.]} \\
&\quad + e^n_y \text{ [y-momentum eq.]} 
\end{align*}
\]

Therefore,

\[
- \frac{JF}{\sqrt{E}} p_t + J \sqrt{E} p_\eta
\]

\[
= \frac{1}{Re} \left[ -\frac{y_\xi}{\sqrt{E}} (\hat{b} u_{\xi \eta} + \hat{c} u_{\eta \eta} + \hat{e} u_\eta) + \frac{x_\xi}{\sqrt{E}} (\hat{b} v_{\xi \eta} + \hat{c} v_{\eta \eta} + \hat{e} v_\eta) \right]
\tag{A1-7}
\]

Let a coordinate \((m, n)\) be such that \( m \) aligns with \( \xi \) and \( n \) is normal to them, and that both \( m \) and \( n \) have scale of unity (cf. Fig. A1-2). Then,

\[
\frac{dm}{\sqrt{E}} d\xi + \sqrt{G} \cos \omega d\eta
\tag{A1-8}
\]

\[
\frac{dn}{\sqrt{G}} \sin \omega d\eta
\]

\[
\xi_n = - \frac{JF}{\sqrt{E}} \\
\eta_n = J \sqrt{E}
\tag{A1-9}
\]

(374)
Using the above equation, $n$-derivative of $p$ is,

$$p_n = \xi_n p_\xi + \eta_n p_\eta = [\text{LHS of eq. (A1-7)}] \quad \text{(A1-10)}$$

Therefore, LHS of eq. (A1-7) represents normal derivative of pressure, which is in agreement with the derivation of the equation.

In the computation shown in the following chapter, the grid is made orthogonal on solid wall. That is,

$$F = x_\xi x_\eta + y_\xi y_\eta = 0 \quad \leftrightarrow \quad \vec{b} = 0 \quad \text{(A1-11)}$$

Using the above relation, the eq. (A1-10) is finally reduced to,

$$p_n = \frac{1}{Re} \left( \vec{a} u_{\eta \eta} + \vec{b} v_{\eta \eta} + \vec{c} u_\eta + \vec{d} v_\eta \right) \quad \text{(A1-12)}$$

where

$$\begin{aligned}
\vec{a} &\equiv -y_\xi J \\
\vec{b} &\equiv x_\xi J \\
\vec{c} &\equiv y_\xi J \left[ \frac{x_\eta x_{\xi \xi} + y_\eta y_{\xi \xi}}{x_\xi^2 + y_\xi^2} + J (x_\xi y_\eta - y_\xi x_\eta) \right] \\
\vec{d} &\equiv -x_\xi J
\end{aligned} \quad \text{(A1-13)}$$

A2 Drag and lift coefficients acting on a solid body.

As shown in Fig. A2-1, a force vector $\vec{F}_n$ acting on a surface of unit length is

$$\vec{F}_n \equiv \begin{bmatrix} P_{nx} \\ P_{ny} \end{bmatrix} = \begin{bmatrix} P_{xx} & P_{yx} \\ P_{xy} & P_{yy} \end{bmatrix} \begin{bmatrix} e_n^x \\ e_n^y \end{bmatrix}$$

$$= \begin{bmatrix} -p^* + 2\mu \left( \frac{\partial u^*}{\partial x^*} + \frac{\partial v^*}{\partial y^*} \right) \\ \mu \left( \frac{\partial u^*}{\partial y^*} + \frac{\partial v^*}{\partial x^*} \right) - p^* + 2\mu \left( \frac{\partial v^*}{\partial y^*} \right) \end{bmatrix}$$

(A2-1)
where \( e_x^n \) and \( e_y^n \) are components of a unit normal vector \( e^n \) given in eq. (A1-6) and * denotes dimensional values.

A total force \( \mathbf{F} \) is given by integrating \( lPn \) all along the solid surface.

\[
\mathbf{F} = \begin{bmatrix} \text{Drag} \\ \text{Lift} \end{bmatrix} = \oint lPn \ ds^* \tag{A2-2}
\]

By non-dimensionalizing the physical quantities in a way shown in eq. (2-4), the drag and lift coefficients are given as follows.

\[
C_D \equiv \frac{\text{Drag}}{\frac{1}{2} \rho U^2 L} = 2 \int \left[ e_x^n \left( -p + \frac{2}{Re} \frac{\partial u}{\partial x} \right) + e_y^n \frac{1}{Re} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right] ds \tag{A2-3}
\]

\[
C_L \equiv \frac{\text{Lift}}{\frac{1}{2} \rho U^2 L} = 2 \int \left[ e_x^n \frac{1}{Re} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) + e_y^n \left( -p + \frac{2}{Re} \frac{\partial v}{\partial y} \right) \right] ds \tag{A2-4}
\]

The components of vector \( e^n \) are given by

\[
e_x^n = -\frac{y_\xi}{\sqrt{x_\xi^2 + y_\xi^2}}, \quad e_y^n = \frac{x_\xi}{\sqrt{x_\xi^2 + y_\xi^2}} \tag{A1-5}
\]

In order to integrate in the computational plane, \( x \) and \( y \) derivatives are replaced by \( \xi \)- and \( \eta \)-derivatives. That is,

\[
\partial_x = a \partial_\xi + b \partial_\eta, \quad \partial_y = c \partial_\xi + d \partial_\eta \tag{A3-4}
\]

Since \( \xi \)-axis aligns with the solid body surface, the line element \( ds \) on the solid surface is equal to \( dS_\xi \) given in eq. (A1-3).

\[
ds = \sqrt{x_\xi^2 + y_\xi^2} \, d\xi \tag{A2-5}
\]
Using the solid wall boundary condition \( u = v = u_\xi = v_\xi = 0 \), and substituting eqs. (A1-5), (3-4), and (A2-5) into eqs. (A2-3) and (A2-4),

\[
C_D = 2 \int \left[ p y_\xi + \frac{J}{Re} \left\{ (x_\xi^2 + 2y_\xi^2)u_\eta - x_\xi y_\xi v_\eta \right\} \right] d\xi \tag{A2-6}
\]

\[
C_L = 2 \int \left[ -p x_\xi + \frac{J}{Re} \left\{ -x_\xi y_\xi u_\eta + (2x_\xi^2 + y_\xi^2)v_\eta \right\} \right] d\xi \tag{A2-7}
\]

REFERENCES


