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“Face up
” We were always encouraged by Dr. Tahara’s super positive attitude.
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Comparison of CFD and EFD for the Series 60 CB = 0.6
in steady drift motion
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n normal direction; time level
n normal unit vector
p static pressure; order of accuracy
r radial coordinate; grid-refinement ratio
Re Reynolds number (= UoL/n)
Sb, Se, etc. boundaries of the solution domain
U, V, W mean velocity components
UE, UD, etc. uncertainties
Uo characteristic (freestream) velocity
X, Y, Z Cartesian coordinates
Y+ dimensionless distances (= ReUtYn)
Yn distance normal to the wall surface
n kinematic viscosity
nt eddy viscosity
r density
x, h, z body-fitted coordinates
z free-surface elevation, residuals

Introduction

Although the drift condition is an approximation to the
maneuvering ship condition,1 it involves many features
of interest that must be evaluated accurately for hull
form design, e.g., asymmetric wave and flow patterns,
breaking waves and breaking-wave wakes, wave- and
body-induced vortices, spray, and bubble entrain-
ment.2,3 In contrast to the straight-ahead (zero-drift)
condition, the drift condition is dominated by strong
crossflow effects, including forebody and afterbody keel
and bilge vortices. The distinct vorticity in the flow field
originates from strong drift-induced crossflow and large
crossplane pressure gradients. For the high-Froude
number (Fr) case, the wave-induced effects on the
boundary layer and wake are significant owing to the
larger wave amplitudes, especially on the windward
side, than for the zero-drift case.

Recent advances in computational fluid dynamics
(CFD) allow the application of Reynolds-averaged

Abstract: This paper presents comparisons of computational
and experimental fluid dynamics results for boundary layers,
wakes, and wave fields for the Series 60 CB = 0.6 ship model
in steady drift motion. The numerical method solves the
unsteady Reynolds-averaged Navier–Stokes and continuity
equations with the Baldwin–Lomax turbulence model, exact
nonlinear kinematic and approximate dynamic free-surface
boundary conditions, and a body/free-surface conforming
grid. The experimental and computational conditions, i.e.,
Froude numbers of 0.16 and 0.316 for the experiments, and
Froude numbers of 0 and 0.316 for the computations, allow
comparisons of low and high Froude number results, respec-
tively, which allows an evaluation of Froude number effects
and validation of the computational fluid dynamics at both
low and high Froude numbers. This article gives an overview
of this numerical approach, and the computational conditions
and uncertainty analysis are described. Results are presented
for the wave and flow fields, with emphasis on the important
flow features of drift- and wave-induced effects in comparison
with the experiments. Finally, conclusions from the present
study are given, together with recommendations for future
work.

List of symbols

AP, FP after perpendicular, forward perpendicular
p̂ piezometric pressure
f sampled variables or integrals
b drift angle
wx axial vorticity
CB block coefficient
Cp pressure coefficient (= 2p̂ /rUo

2)
Fr Froude number (= Uo/�

–
gL)

g gravitational constant

H total head ( = + + +C U V Wp
2 2 2 )

L characteristic (ship) length
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18 Y. Tahara et al.: Steady drift motion

Navier–Stokes (RaNS) equation methods to the present
problem, including maneuvering motion.4–12 However,
in most cases, the wave effects are not considered in the
theory, where the free surface is treated as a symmetry
plane. On the other hand, considerable effort has been
focused on development of the RaNS equation method
for calculating viscous free-surface flows, and the recent
status of CFD in ship hydrodynamics is such that the
steady resistance and flow for the zero-drift case are
almost as accurate as the experimental data, although
certain issues need further improvements.13 An exten-
sion of these methods to simulate unsteady ship motion
has also been initiated.14–16

Nevertheless, relatively little attention has been given
to an extension of the RaNS equation methods in order
to consider free-surface effects in the drift condition.
This may be due to the difficulties of simulating the
complicated free-surface flow features, e.g., those men-
tioned above. They involve a considerably higher com-
putational load than that required for the zero-drift
condition and, more importantly, there is limited infor-
mation from experimental fluid dynamics (EFD) to
allow a detailed evaluation and validation of the CFD
results. The most detailed recent EFD work on this
problem has been by the authors;3 however, only a few
CFD results were presented for comparison with the
same EFD condition.17,18

In this study, a large-domain approach19 is applied
to the problem, with extensions for application to the
steady-drift condition. The RaNS and continuity equa-
tions are solved with the Baldwin–Lomax turbulence
model, exact nonlinear kinematic and approximate
dynamic free-surface boundary conditions, and a body/
free-surface conforming grid. The results are evaluated
through comparisons with recently completed extensive
EFD results for the Series 60 CB = 0.6 ship model at low
(0.160) and high (0.316) Fr for drift angle (b) = 10°.3 The
former case essentially simulates the zero-Fr condition,
so that the comparisons with the latter case allow the
identification of salient features of the wave-induced
effects. In the earlier work,19 results for zero drift angle
and similar comparisons were presented for the same
geometry with detailed experimental data.20,21 Owing
to the limitations of a numerical treatment of the
free-surface boundary conditions, breaking-wave and
bubble entrainment effects will not be discussed in
detail here.

This paper gives an overview of the present numerical
approach, the computational conditions, and numerical
uncertainty analysis. The results are presented for wave
and flow fields, with an emphasis on important flow
features of drift- and wave-induced effects and com-
parisons with experiments. Finally, conclusions from
the present study are given, with recommendations for
future work.

Computational method

The computational method is basically the large-
domain approach19 for the steady, straight-ahead condi-
tion. Some extensions are made to include both sides
of the hull when considering the drift condition. The
large-domain approach19 is based on extensions and
modifications of the interactive approach.22,23 Addi-
tional information on the numerical approach is pro-
vided in the literature,24 including a transition for design
applications, and extensions for naval combatants with
bulbous bows and transom sterns, utilizing multiblock
domain decomposition and propeller–hull interactions,
as described elsewhere.25 Here, an overview is given.

The numerical method solves the unsteady RaNS and
continuity equations for mean-velocity (U, V, W) piezo-
metric pressure ( p̂ ) and eddy viscosity nt by using
the Baldwin–Lomax turbulence model, exact nonlinear
kinematic and approximate dynamic free-surface
boundary conditions, and a body/free-surface conform-
ing grid. It should be noted that a relatively simple two-
layer algebraic turbulence model was chosen in the
present study because recent studies have shown that
any other isotropic model has the same problem, i.e., a
difficulty in correctly reproducing mean flow and turbu-
lence fields associated with strong longitudinal vortices.
A better alternative would be a full Reynolds stress
model, but that is not the main focus of this work. The
equations are transformed from Cartesian coordinates
(X, Y, Z) in the physical domain to numerically gener-
ated, boundary-fitted, nonorthogonal, curvilinear coor-
dinates (x, h, z ) in the computational domain. A partial
transformation is used, i.e., coordinates but not velocity
components (U, V, W). The equations are solved using
a regular grid, finite-analytic spatial and first-order
backward difference temporal discretization, a PISO
(Pressure-Implicit with Splitting of Operators)-type
pressure algorithm, and the method of lines. For steady-
flow applications, time serves as a convergence para-
meter, and the grid is updated at each time step to
conform to both the body and the free surface.

As shown in Fig. 1, we considered a ship fixed in a
uniform onset flow U0 = (U0 cosb, U0 sinb, 0), where b
is the drift angle. Take the Cartesian coordinate system
with the origin on the undisturbed free surface, the X
and Y axes in the horizontal plane, and the Z axis
directed vertically upward. Figure 1 also shows the
solution domain. For application to the present drift
condition, the solution domain includes both port and
starboard sides of the hull. As shown in Fig. 1, the
specified boundaries are the body surface Sb, the inlet
plane Si, the exit plane Se, the outer boundary So, and
the free-surface Sz, which for zero Fr becomes the sym-
metric water plane Sw. The boundary conditions for zero
Fr are as follows: on Sb, (U, V, W) = ∂p̂/∂n = 0 (where n
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19Y. Tahara et al.: Steady drift motion

indicates normal to the body); on Si, freestream values
are imposed, i.e., U = U0 cosb, V = U0 sinb, W = p̂  = 0; on
Se, the axial diffusion and pressure gradient are assumed
to be negligible, i.e., ∂2(U, V, W)/∂X 2 = ∂p̂/∂X = 0; on Sw,
∂(U, V, p̂)/∂Z = W = 0; on So, U = U0 cosb, V = U0 sinb,
W = ∂p/∂n = 0 (where n is normal to the surface). For
nonzero Fr, the boundary conditions are similar except
on Sz, where exact nonlinear kinematic and approxi-
mated dynamic free-surface conditions are applied on
the exact free surface, which is determined as part of the
solution; i.e., the dynamic conditions ∂(U, V, W)/∂Z = 0
and p̂ = z/Fr2 are applied to the velocity and the pres-
sure, with z determined through the solution of the
exact nonlinear kinematic condition using a Beam and
Warming linear multistep scheme with both explicit and
implicit 4th-order artificial dissipation and local time-
stepping based on the local velocity magnitude. The
boundary conditions for z are: on Si, z = 0; on So, ∂z/∂n
= 0; on Se, ∂z/∂X = 0.

The RaNS grid is an H-type, with constant-X planes
stacked to form a complete three-dimensional grid,
which appeared to be suitable for application to the fine
ship considered in the present study. The bow and stern
are resolved by axial clustering of grid points distributed
according to hyperbolic tangent stretching functions.
Because of the H-type grid, nonvertical sterns are
resolved in a staircase fashion. The constant-X cross-
plane grids are generated elliptically by solving a
Poisson equation for the transformation between (Y, Z)
and (h, z). Spacings are specified in the h-direction
on the surface of the hull, which for the Baldwin-
Lomax turbulence model should be at a Y+ � 1, and in
the z-direction at both the centerplane and the free
surface. The initial grid must extend to an elevation
sufficiently above the zero, or design waterline to allow
for wave crests. As the wave field develops, the RaNS
grid conforms to the free surface. By conforming the
grid points and saving the initial distribution along h =

constant, or girth-wise lines, the grid is easily updated;
the point on the free surface moves to a new elevation,
and all points below the free surface slide along the h =
constant line so as to maintain their initial relative
distribution.

The kinematic free-surface boundary condition grid,
which is independently generated from the RaNS grid,
is two-dimensional (i.e., a function of (X, Y)), is updated
iteratively to fit the wave-hull intersection, and is differ-
ent from the RaNS grid in that, instead of high near-wall
resolution, more points are distributed in the outer flow
to resolve the wave field. The grid is 460 ¥ 200 to include
both sides of the hull, and consists of equal spacing in
the axial direction and a power distribution in the trans-
verse direction. Communication between the RaNS and
free-surface grid is accomplished using bilinear interpo-
lation such that the velocity field from the z = 1 and
kp1 (minimum and maximum indices of grids in the z-
direction, corresponding to port- and starboard-side
free surfaces, respectively) plane is interpolated to the
free-surface grid. Similarly, the wave elevation is inter-
polated from the free-surface grid to the z = 1 and kp1
plane of the RaNS grid. More details of this numerical
method are given in the literature.19,24

Experimental data and computational conditions
and grids

Recently, extensive EFD results were obtained at the
Iowa Institute of Hydraulic Research for the Series 60
CB = 0.6 ship model in steady drift motion.3 The data
include photographs and videos, resistance, side force,
and yaw moments, sinkage, trim, and heel angles, wave
profiles along the hull and wave elevations, and mean
velocity and pressure fields for numerous crossplanes
from the bow to the near wake. In this study, detailed
descriptions are provided of the experimental equip-
ment, procedures, and uncertainty analysis. The Series
60 CB = 0.6 ship model is a single-propeller merchant-
type ship which is a standard for ship-hydrodynamics
research, and was particularly chosen with three other
hull types as a representative hull form for the Co-
operative Experimental Program (CEP).26

The conditions basically simulate the experiments,
i.e., Uo = 1, L = 1, and for both zero (b = 0°) and nonzero
(b = 10°) drift angles, for low Fr, Fr = 0 and Re = 2 ¥ 106,
and for high Fr, Fr = 0.316 and Re = 4 ¥ 106. For b = 10°,
averaged experimental Re values for mean flow mea-
surements are about 30% higher than those of the com-
putational conditions. However, the influence of these
30% differences in Re on major aspects of mean flow
field were shown to be small in the present computation.
Note that the experimental low-Fr case is defined as
Fr = 0.16; however, free-surface effects are negligible

Fig. 1. Definition sketch of the coordinate system, solution
domain, and boundaries
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20 Y. Tahara et al.: Steady drift motion

except near the bow. A partial view of the Fr = 0.316
RaNS grid is shown in Fig. 2. For both Fr, the inlet, the
exit, and the outer boundaries are located at X = (-0.4,
2.0) and r = 1, respectively. The first grid points off the
body surface are located in the range Y+ < 2(= Re UtYn).
The RaNS grids are prepared as follows: for Fr = 0, 90 ¥
40 ¥ 60 = 216000 (Grid A), 90 ¥ 60 ¥ 60 = 324000 (Grid

B), 90 ¥ 80 ¥ 60 = 432 000 (Grid C), and 108 ¥ 48 ¥ 72 =
373248 (Grid D) (in longitudinal ¥ radial ¥ girthwise
directions); and for Fr = 0.316, 160 ¥ 60 ¥ 71 = 681 600
(Grid E), 180 ¥ 60 ¥ 80 = 864 000 (Grid F), and 180 ¥ 80
¥ 80 = 1152000 (Grid G). The free-surface boundary
condition grid size is 460 ¥ 100 = 92000 for both port-
and starboard-side free surfaces for all Fr = 0.316 grids.
The values of the time increment and underrelaxation
factors for velocity and pressure are 0.01, 1, and 0.1 for
Fr = 0, and 0.01, 1, and 0.01 for Fr = 0.316, respectively.
The computations are completed for 40 and 80 non-
dimensional times for Fr = 0 and 0.316, respectively,
although the convergence criterion is satisfied earlier, so
that the residual defined by Eq. 31 in Tahara and Stern19

for all variables will be about 10-4, which is satisfied in
20 and 40 nondimensional times for Fr = 0 and 0.316,
respectively. The computed hydrodynamic forces
indicate small oscillations with a minimal reduction in
the residuals after the above-mentioned convergence
criterion is satisfied. This may be due to iterative non-
convergence, or possibly to the unsteady nature of the
flow involving three-dimensional flow separation associ-
ated with unsteady vortex shedding. The oscillation of
the solutions is considered in the analysis of iteration
uncertainty described in the following section.

Uncertainty analysis

Some more detailed characteristics of the present com-
putational grids are now discussed in conjunction with
uncertainty analysis. The numerical uncertainty analysis
should include iterative and grid-convergence tests, and
possibly order-of-accuracy studies. Note that the deri-
vation of the finite-analytic method precludes term-by-
term error analysis, and that equation error depends on
both cell Re and aspect ratio. Order-of-accuracy studies
on the present finite-analytic method has been carried
out24,27 for both simple and practical geometries, and
it was stated that orders-of-accuracy vary between
about 1.5 and 2.5 depending on geometry and flow
complexity. The verification procedure for the present
results basically follows that of Stern et al.,24 and valida-
tion processes described by Coleman and Stern28 are
also needed.

Coleman and Stern28 defined comparison error as the
resultant of all errors associated with the data and all
errors associated with the simulation, and this is written
as the difference E = D - S. The uncertainty, UE, in the
comparison error is defined as U2

E
 = U2

D + U2
S, where UD

and US are experimental and simulation uncertainties,
respectively. US can be written as U2

S = U2
SN + U2

SPD +
U2

SMA, where USN is simulation numerical uncertainty,
USPD is uncertainty based on a sensitivity analysis of the
model coefficients, and USMA is a model assumption.

Fig. 2. Computational grid. a Overview. b Top view. c Cross
section, X = 0.1, Fr = 0.316

a

b

c
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21Y. Tahara et al.: Steady drift motion

Hence, the validation uncertainty UV, defined as U2
V =

U2
E - U2

SMA = U2
D + U2

SN + U2
SPD, is key metric in the

validation process. In the present study, USPD is ignored,
and USN in Coleman and Stern28 is evaluated by U2

SN =
U2

SG + U2
SI, where U2

SG = 3e/(rP - 1), e = (f1 - f2)/f1 in
percent or for a relative expression, f1 and f2 are vari-
ables or integral values for finer and coarser grids, re-
spectively, r is a grid refinement ratio, and p is the order
of accuracy. USI is the iterative convergence uncertainty,
whose estimation is based on an evaluation of the itera-
tion records of integral and point variables. The level of
the iterative convergence is determined by the number
of orders of magnitude reduction and magnitude in the
residuals z = fn - fn-1, where n is the iteration number
and f can be either the solution variables or equation
imbalances obtained by back-substitution. For simple
geometries and flows, 16 orders of magnitude reduction
of z to machine zero is possible, so that the iterative
convergence uncertainty is negligible. However, for
practical geometries and flows, only a few orders of
magnitude reduction in z to about 10-4 may actually be
attainable. In this case, the estimates for iterative con-
vergence uncertainty are based on statistics of the itera-
tion records of integral and point variables, and are
taken as roughly one-half of the difference between the
maximum and minimum values.

Table 1 shows the forces and moment of the present
results for Fr = 0 and 0.316, and the grid convergence is
given in Table 2. The above-mentioned numerical un-
certainties are shown in Table 3, including the resultant
validation uncertainty UV, where UD is given by EFD
results in Longo and Stern.3 In the analysis of USG, an
assumed value of p = 1.5–2.5 is used, e is evaluated
between grids (A) and (D), and (E) and (G) are used
for Fr = 0 and 0.316, respectively. USI is evaluated based
on one-half of the difference between the maximum and
minimum values of the iteration records for the last 10
nondimensional times, for which solutions for grids (D)
and (G) are used for Fr = 0 and 0.316, respectively. Note
that as the number of total grid points increases, then
USI tends to be larger. The numerical uncertainties in
the velocity fields are evaluated at several points in the
wake region of the propeller disk, and the averaged
values are presented.

In summary, for Fr = 0, the evaluated numerical un-
certainties USN are about 1%–5% for hydrodynamic
forces and 1%–4% for mean-flow solutions, and the
validation uncertainties UV for mean flow are about
2%–4%. On the other hand, the values of USN for Fr =
0.316 are about 1%–4% for hydrodynamic forces,
about 2%–4% for wave profiles and wave elevations,
and about 1%–4% for mean-flow solutions. The UV

values for Fr = 0.316 are about 4% for wave profiles and
wave elevations, and about 2%–4% for mean-flow
solutions. T
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Results

Here, the results for Fr = 0 and 0.316 are presented and
discussed, including a comparison with experimental
data. In general, the emphasis of the discussions con-
cerns the comparisons and evaluation of the computa-
tional method, although reference is made where
appropriate Longo and Stern3 for a relevant discussion
and interpretation of the flow physics. However, in
some cases, certain discussions are replicated for clarity
of presentation. The discussions include a comparison
between zero (b = 0°) and nonzero (b = 10°) drift angle
results, although in some cases, the former are not
shown in the present figures. See Tahara and Stern19 for
details of b = 0° solutions, including comparisons with
the experimental data of Toda et al.20 and Longo et al.21

Integral variables

First, integral variables are discussed. Table 1 shows a
comparison of the forces and moments of the present
results. It should be noted that the sinkage and trim are
all fixed in the present computation but free in the
measurements, which precludes a quantitative compari-
son between the two sets of results. Therefore, the com-
parison is focused on the trend between high and low
Fr. As indicated in Table 1, the differences between Fr
= 0.316 (grid (G)) and Fr = 0 (grid (D)) for CL, CD, and
CMz are about -6%, -21%, and -17% in magnitude,
and those for experiments between high (0.316) and low
(0.16) Fr are about -16%, -26%, and -39%, i.e., the
same trends are predicted by the present method. The
differences between the present data and the experi-
mental data can likely be attributed to the above-
mentioned differences in the fix/free condition. In ad-
dition, some shortcomings of the present method in
resolving complicated features in the flow field may be
related to the differences, e.g., the absence of wave-
breaking and bubble-entrainment effects, as well as the
underpredicted magnitude of axial vortices. These are
discussed later in conjunction with a comparison of the
computational results with the experimental data.

Surface pressure and frictional streamlines

Next, surface-pressure distributions are considered. The
surface-pressure and axial and vertical surface-pressure
gradient contours for b = 10° and Fr = 0 and 0.316 are
shown in Fig. 3. Unfortunately, no experimental data
are available for comparison. Significant differences are
observed between the present and some precursory b =
0° results.19 The differences are mainly due to increases
and decreases in pressure on the port and starboard
sides, respectively, which correspond to the pressure
and suction sides, respectively. In addition, differencesT
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between Fr = 0 and 0.316 are clearly displayed, which
are due to the nonlinear free-surface effects for the
latter case. Figure 4 shows computed frictional stream-
lines for b = 10°, and Fr = 0 and 0.316. For Fr = 0.316,
flow patterns correlate with the pressure and pressure
gradients shown in Fig. 3. On the forebody port side, a
region of low pressure is observed near the bilge, which
causes the flow to converge towards the keel, partially
converge at the keel, and separate to generate a
forebody–keel vortex. On the forebody starboard side,
the streamlines are downward and towards the bilge,
where they meet the streamlines from the forebody port
side, and finally the streamlines form an open-type
three-dimensional separation pattern that is related to
the generation of a forebody–bilge vortex. A closed-
type separation region is also seen near the bow on the
starboard side. On the other hand, on the afterbody
starboard side, a low pressure region is located near the
stern bilge which causes the streamlines to converge
towards the stern bilge, meet the streamlines from the
port side, and finally form an open-type separation pat-
tern, which results in the generation of an afterbody–
bilge vortex. Streamlines on the afterbody port side
partially converge at the keel and then separate to gen-
erate an afterbody–keel vortex. Similar aspects of fric-
tional streamlines are seen for Fr = 0, but in this case,
free-surface effects are absent and the differences are
obvious, especially near the waterline. In addition, for
Fr = 0, a larger region of closed-type separation is ob-
served near the bow on the starboard side than for Fr =
0.316.

Wave profiles

The wave profile at the hull is compared with the experi-
mental data in Fig. 5. The results for both port and
starboard sides show fairly close agreement with the
measurements with respect to wave amplitude, shape,
and phase, although some systematic differences can be

seen. The amplitudes of the port-side bow-wave crest
and trough are somewhat underpredicted. Similarly, on
the starboard side, the wave amplitudes are slightly
underpredicted on the forebody. Some underprediction
near the bow on the starboard side is likely related to
the limitations of the present numerical method, i.e.,
although the experiments showed flow separation asso-
ciated with wave-breaking in this region, that is not
completely reproduced in the present method. For both
sides of the hull, good agreement is observed after X =
0.5, although some details on the starboard side around
X = 0.9 were not completely predicted.

The trends and differences between b = 0° and b = 10°
are mostly reproduced in the present computation, i.e.,
the greatest changes to the profiles (Dz ) occur upstream
of x = 0.25. For x < 0.25 the port-side profile shifts
upward significantly with increases in b, and the largest
increase in profiles occur where zx = 0. The starboard-
side profile decreases significantly with increases in b,
and again the largest Dz occurs where zx = 0. For x >
0.25, the influence of b is fairly small except for de-
creases and increases in the fore and aft shoulder-wave
troughs, respectively.

Wave elevations

Figure 6 shows the contours of the wave elevations and
axial wave slopes for Fr = 0.316, and b = 0°19 and 10°.
Similar trends and differences between b = 0° and 10°
are shown between the present results and the measure-
ments, i.e., the wave amplitudes clearly increase on the
port side and decrease on the starboard side of the
model with increasing b, and for b = 10°, as with b = 0°,
zx is in phase with z and has similar patterns, but the
magnitudes are significantly increased and decreased
globally on the port and starboard sides, respectively.
For b = 10°, the wave patterns become asymmetrical,
and the computed elevations show close similarities with
the experimental data with regard to both amplitude

Table 3. Summary of numerical and experimental uncertainties

Fr = 0, b = 10° Fr = 0.316, b = 10°

Conditions USG (%) USI (%) USN (%) UD (%) UV (%) USG (%) USI (%) USN (%) UD (%) UV (%)

Lift (CL) 2.1–4.9 0.4 2.2–4.9 — — 1.7–3.9 0.3 1.7–3.9 — —
Drag (CD) 2.0–4.6 0.2 2.0–4.6 — — 1.7–3.8 0.5 1.7–3.8 — —
Moment (CMz) 1.0–2.4 0.4 1.1–2.4 — — 1.1–2.4 0.3 1.1–2.4 — —
Wave profiles — — — 2.6 — 1.8–4.0 0.6 1.9–4.0 1.3 2.3–4.2
Wave elevations — — — 2.2 — 1.7–3.9 0.6 1.8–3.9 1.1 2.1–4.1
Mean flow

U (%Uo) 1.8–4.0 0.7 1.9–4.0 1.5 2.4–4.3 1.8–4.1 0.8 2.0–4.2 1.5 2.5–4.4
V (%Uo) 1.3–3.0 0.7 1.5–3.1 1.5 2.1–3.4 1.4–3.2 0.8 1.6–3.3 1.5 2.2–3.6
W (%Uo) 1.3–3.0 0.7 1.5–3.1 1.5 2.1–3.4 1.4–3.2 0.8 1.6–3.3 1.5 2.2–3.6
Cp 0.4–1.0 0.4 0.6–1.1 3.0 3.1–3.2 0.5–1.2 0.6 0.8–1.3 3.0 3.1–3.3

—, not applicable or negligible
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Fig. 3. Computed surface-pressure and axial and vertical surface-pressure gradient contours for b = 10°
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and shape for forebody, i.e., experimental zx values indi-
cate that the port bow-wave crestline curves back to-
wards the model with increasing X, and a similar trend is
observed in the present results. However, in the global
region on the starboard side, the bow wave system
propagating downstream is not very clearly reproduced.
The results for the afterbody also show fairly close simi-
larities, but the detailed resolution, particularly of the
complex global-region wave system on the starboard
side, is incomplete. The differences between the present
and the experimental results increase as the distance
from the hull increases, which is likely due to the de-
crease in computational grid density in that region.

Mean velocity and pressure field

Finally, the results for the mean velocity and the pres-
sure field are shown in Figs. 7–10. Figures 7 and 8, and 9

and 10 show the results for Fr = 0 and 0.316, respec-
tively, and Figs. 8 and 10 are from previous experimen-
tal results.3,29 The contours of wx, H, and Cp are shown at
the same crossplanes as those of the measurements, i.e.,
X = (0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.1, 1.2). For both
the present and the experimental results, the overall
trends are similar between the Fr = 0 and 0.316 flow
fields, in which significant free-surface effects are also
clear for the latter. Most of the flow features in the drift
condition are significantly different from those for the
zero-drift case. In many respects, the flow is completely
altered. The boundary-layer and wake development
is dominated by strong crossflow effects and vortices,
as opposed to the axial pressure gradients and weak
crossflow effects observed in the b = 0° case. The wave-
induced effects at Fr = 0.316 are similarly explained as
for b = 0°, i.e., the Fr-related differences in the velocity
and pressure correlate with the wave field, which,

Fig. 4. Computed frictional stream lines for b = 10°

Fig. 5. Comparison of wave profiles for Fr = 0.316 and b = 10°. a Port (pressure) side. b Starboard (suction) side

a b
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Fig. 6. Computed and measured wave-elevation and wave-slope contours for Fr = 0.316. a Computations. b Measurements

a

b
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however, is significantly more complex for b = 10° than
for b = 0°, creating a more complex boundary-layer and
wake response. More details are discussed below.

Figures 9a and 10a show the axial vorticity contours
for Fr = 0.316. For both experimental and computa-
tional results, the extensive vorticity (wx) in the flow
field is evident. Note that the contour ranges for the
present and the experimental results are different, i.e.,
-20 < wx < 20 and -50 < wx < 50 for the former and latter,
respectively. In the present results, the magnitudes of wx

are generally underpredicted, although many important
aspects of the vortices near the hull are reproduced. On
the forebody, the keel and bilge vortices are visible
beginning at X = 0.1, where the keel vortex is relatively
weak, and are not evident beyond X = 0.4, and the bilge
vortex is relatively strong. The vortex core is off the
body and moves further from the centerplane with in-
creasing X. On the afterbody, the forebody bilge vortex
weakens, and an afterbody bilge vortex develops as with
b = 0°, where the vorticity has a core region that is off

the body and toward the free surface, with a tail that
extends toward the centerplane, and there appears to be
a weak interaction with the forebody bilge vortex. In
the present results, the forebody bilge vortex weakens
faster than that for measurements, which is likely due
to the lower accuracy of the turbulence model and
the longitudinal grid resolution. In the region near the
stern, the present results show several few similarities
with the measurements, e.g., a counter-rotating keel
vortex is evident at X = 1 (AP), although the magnitude
is underpredicted. The important flow aspects in the
wake region are also similar between the present and
the experimental results. The forebody bilge vortex
dissipates and is diffuse in its trajectory towards the
free surface, where the afterbody bilge vortex becomes
oval-shaped and dissipates in its trajectory off the body
towards the free surface, the afterbody keel vortex
dissipates relatively fast in its trajectory, as does the
afterbody bilge vortex, and there is limited interaction
between fore and afterbody bilge vortices. In the ex-
perimental data, a wave-induced vortex is evident on
the port-side forebody which initiates between 0.2 < X <
0.4 underneath the breaking bow wave, and follows a
trajectory near the free surface along the side of the

Fig. 7. Mean-flow solutions for b = 10° and Fr = 0. a Axial
vorticity. b Total head. c Pressure

Fig. 8. Mean-flow measurements for b = 10° and Fr = 0.16. a
Axial vorticity. b Total head. c Pressure

a

b

c

a

b

c
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hull. Although the present free-surface boundary condi-
tions do not include exact breaking-wave effects, a simi-
lar wave-induced vortex is reproduced in the region, but
the magnitude is generally reduced.

Figures 7a and 8a show the axial vorticity contours for
low Fr, i.e., Fr = 0 and 0.16 for the present and experi-
mental results, respectively. In the measurements, the
overall flow pattern is similar to that for Fr = 0.316, but
with two important differences: the bilge and keel
vortices appear weaker and the trajectories are altered
somewhat, and owing to the reduced wave field, there is
no wave-induced vorticity in the flow field. The similar
trend in the differences between low and high Fr are
displayed in the present result, but again the shortcom-
ings discussed for Fr = 0.316 hold true for Fr = 0. In
addition, some wave-induced effects on the flow field
are observed in the measurements, especially in the
region near the bow on the port side, although the
influences are much smaller those for Fr = 0.316.

In Figs. 7b–10b, the total head (H) field is presented,
where the viscous regions (H) on the hull and in the

wake in the present results and the measurements are
compared. In the experimental data for Fr = 0.316, the
patterns correlate with wx and the boundary layer and
wake losses, but with stronger interactions than for low
Fr between the loss regions of the keel and bilge vorti-
ces on the afterbody, creating a somewhat more com-
plex pattern. Several important flow aspects observed in
the measurements are reproduced in the present results,
although some details in the near wake are not com-
plete. For both results, H displays similar Fr differences
as wx for the wave-induced vortex, i.e., for Fr = 0.160, in
contrast to wx which decreased in magnitude with de-
creasing Fr, H is somewhat increased in magnitude. This
is a Reynolds number effect, i.e., the viscous regions are
thicker for lower Fr.

Lastly, the pressure field is considered. In Figs. 7c–
10c, the present and measured pressure (Cp) fields
around the hull are displayed. In general, the present
results show many similarities with the measurements.
At the forebody for Fr = 0.316, Cp correlates with U in
such a way that the trends are the same but the mag-
nitudes are reversed, especially in the bow and stern
regions and at the midbody, where the flow accelerates
and the pressure is low. An asymmetric stagnation-type
flow is exhibited at the FP. Generally, high- and low-

Fig. 9. Mean-flow solutions for b = 10° and Fr = 0.316. a Axial
vorticity. b Total head. c Pressure

Fig. 10. Mean-flow measurements for b = 10° and Fr = 0.316.
a Axial vorticity. b Total head. c Pressure

a

b

c

a

b

c
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pressure regions exist on the port and starboard sides,
respectively, the lowest pressures are in regions of high
wx with minimums in the core regions, and the bow
wave stagnation effects are evident as increased pres-
sures at X = 0 and 0.1. In both results for Fr = 0.316, the
pressure differences (DCp) between port and starboard
sides are reduced near the midbody at X = 0.4, and at
the afterbody there is a continued reduction in Dp up to
X = 0.9, when DCp increases with the lowest Cp in re-
gions of high wx and minimums in the core regions,
i.e., for the forebody bilge vortex and afterbody bilge
vortex. In both results, it appears that most of the
sideforce is apparently generated near the bow and
fairly near the stern, where DCp is largest. For Fr = 0, the
present results indicate that the general patterns are
similar to those for Fr = 0.316 except for some dimin-
ished features due to Fr and viscous effects, i.e., the
pressures at the bow and stern are lower owing to the
reduced port-side bow wave system and wave effects at
the AP and wake, respectively, and the pressure field is
higher over the midbody and stern, especially in the
regions of the vortex cores. Similar trends are observed
in the experimental data. As described above, many
important features in the measurements are simulated
in the present method. However, some details related to
the magnitude of longitudinal vortices are not complete,
which can be attributed to the previously mentioned
shortcomings, i.e., an inadequate turbulence model and
grid resolution.

Summary and conclusions

This paper has shown a comparison of CFD and EFD
for boundary layers and wakes and wave fields around
the practical 3-D geometry of the Series 60 CB = 0.6 ship
model in steady drift motion. The numerical method
solves the unsteady RaNS and continuity equations
with the Baldwin–Lomax turbulence model, exact non-
linear kinematic and approximate dynamic free-surface
boundary conditions, and a body/free-surface conform-
ing grid. EFD results from towing-tank experiments at
both low (0.16) and high (0.316) Froude numbers are
used for the comparison, in which the former case es-
sentially simulates the zero Froude number condition
so that comparisons with the latter case allow an
identification of the salient features of the wave-
induced effects. In addition, a comparison of the results
with those from an earlier study for the straight-ahead
condition allows an investigation of drift- and wave-
induced effects.

In the present calculations, many important flow fea-
tures displayed in experiments are reproduced, i.e., the
asymmetric wave field close to the hull, mean-flow fields
dominated by strong crossflow effects that drive the

flow from the port to the starboard side, and asymmetric
vorticity developments at the forebody bilge, forebody
keel, afterbody bilge, and afterbody keel are correctly
simulated. In addition, trends between low and high Fr
for integral variables and mean-flow fields show good
agreement with the measurements. However, complex
details regarding vortex generation and evolution are
underestimated in magnitude, amplitudes in the global-
region wave field are underpredicted, and the bow-wave
system for the starboard side are not completely repro-
duced in the global region. The issues for the wave fields
are similar to those in the previous work on zero-drift
conditions,19 which may be because there was no par-
ticular improvement in the numerical techniques in this
study. The same holds true for the issues regarding the
resolution of vortices, i.e., the turbulence model and
the numerical scheme are same as those of Tahara and
Stern,19 and the longitudinal grid density is also similar
to that used previously.19 Although the results obtained
by the present method are very promising, further im-
provements must be made in order to solve these prob-
lems. In addition, the inclusion of breaking-wave and
bubble entrainment effects are important in order to
simulate the flow in the drift condition more accurately.
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Abstract Steady flow simulations for the Korean Re-
search Institute for Ships and Ocean Engineering
(KRISO) container ship (KCS) were performed for tow-
ing and self-propulsion. The main focus in the present
article is on the evaluation of computational fluid
dynamics (CFD) as a tool for hull form design along
with application of state-of-the-art technology in the
flow simulations. Two Reynolds-averaged Navier-
Stokes (RANS) equation solvers were employed, namely
CFDShip-Iowa version 4 and Flowpack version 2004e,
for the towing and self-propulsion cases, respectively.
The new features of CFDShip-Iowa version 4 include a
single-phase level-set method to model the free surface
and an overset gridding capability to increase resolution
in the flow and wave fields. The new features of
Flowpack version 2004e are related to a self-propulsion
scheme in which the RANS solver is coupled with a
propeller performance program based on the infinitely
bladed propeller theory. The present work is based on a
close interaction between IIHR-Hydroscience and Engi-
neering of the University of Iowa and Osaka Prefecture
University. In the following article, overviews are given
of the present numerical methods and results are pre-
sented and discussed for the KCS in towing and self-
propulsion modes, including comparison with available
experimental fluid dynamics (EFD) data. Additional

evaluation is provided through discussion of the recent
CFD Workshop Tokyo 2005, where both methods ap-
peared to yield very promising results.

Key words RANS equations · Container ship · Single-
phase level-set method · Self-propulsion simulator

List of symbols

x, y, z nondimensional Cartesian
coordinates, normalized by ship
length LPP

u, v, w velocity components, normalized by
ship speed U

U0 ship speed
r density of water

Fn
U

gLpp
= 0 Froude number

Rn
U Lpp= 0

�
Reynolds number

g gravitational acceleration
� kinematic viscosity
S0 wetted surface area at rest

C
R

U S
T

T=
1
2 0

2
0ρ

total resistance coefficient, where RT

is total resistance

C
R

U S
F

F=
1
2 0

2
0ρ

frictional resistance coefficient, where

RF is frictional resistance
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C
R

U S
P

P=
1
2 0

2
0ρ

pressure resistance coefficient, where

RP is pressure resistance
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C
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T

F
form factor

CF 0 ITTC 1957 frictional coefficient line,

CF 0

10

2

0 75

2
=
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log Re

∆CF roughness allowance
D diameter of propeller
dh diameter of a propeller hub, dh = D ×

(hub ratio)
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v

n D
a

P

= advance ratio

CB block coefficient

K
T

n DT
P

=
ρ 2 4

thrust coefficient

K
Q

n DQ
P

=
ρ 2 5

torque coefficient

KQ(O) torque coefficient in open water
(uniform flow)

nP propeller revolutions [rps]
Q propeller torque
RT(Tow) total resistance in towed condition
RT(SP) total resistance in self-propelled

condition
SFC skin friction correction
T propeller thrust
t thrust deduction factor, e.g.,

t
T R SFC

T

T Tow
=

− −( )( )

va = JnPD propeller advance speed

wn nominal wake, w

urdrd

D d
n

d

D

h

h

=
−( )

∫∫ θ

π

π

2

2

0

2

2 2

4

,

where the origin is the center of
propeller

w
U v

UT
a= −0 Taylor wake fraction

η η η= −
−
1

1 0

t
wT

R propulsive efficiency

η
π0 2

=
( )

JK
K

T

Q O

propeller open water efficiency

ηR

Q O

Q

K

K
= ( ) relative rotative efficiency

Introduction

Reynolds-averaged Navier-Stokes (RANS) equation
solvers, once developed for evaluating calm water resis-
tance only, are constantly increasing in complexity, and
the current generation includes an unsteady capability.
In the near future, the same numerical solver will be
capable of dealing with resistance, seakeeping, and
maneuvering problems. Since 1980, computational fluid
dynamics (CFD) workshops on numerical ship hydrody-
namics have been organized to assess the status of and
define new goals for CFD development.1–3 As the ship
hull form was modernized, new challenges for CFD ap-
peared. In the Gothenburg 2000 workshop,4 more work
on free-surface treatment and inclusion of propeller
action effects were suggested, such that the Korean
Research Institute for Ships and Ocean Engineering
(KRISO) container ship (KCS) was added to one of test
cases. Modern container ships have an extended stern
overhang, which results in a conditionally wet transom.
This geometrical feature yields complexities in the tran-
som wave field, resulting in new CFD challenges. The
simulation of self-propulsion is the next goal of CFD so
that the method will be a more practical simulation tool
to support designers’ decision making.

In the present work, towing and self-propulsion simu-
lations were performed for the KCS. The main focus was
on the evaluation of CFD as a tool for hull form design,
along with application of state-of-the-art technology in
the flow simulations. The objectives of the current study
were twofold: (1) to demonstrate a free-surface captur-
ing approach with and without overset grid refinement
for the KCS towing case to examine relative perfor-
mance in resolution of the wave field, and (2) to demon-
strate a self-propulsion scheme to assess the prognosis
for extension of CFD to a self-propulsion simulator.
Two RANS equation solvers were employed, namely
CFDShip-Iowa version 4 and Flowpack version 2004e,
for the towing and the self-propulsion cases, respec-
tively. The new features of CFDShip-Iowa version 4
include a single-phase level-set method to model the free
surface and an overset gridding capability to increase the
resolution in the flow and wave fields. The new features
of Flowpack version 2004e are related to a self-
propulsion scheme, in which the RANS solver is coupled
with a propeller-performance program based on the
infinitely bladed propeller theory.

The present work is based on a close interaction be-
tween IIHR-Hydroscience and Engineering of the Uni-
versity of Iowa and Osaka Prefecture University (OPU)
on the development of CFD-based optimization meth-
ods for ship design with the long-term objective of
including self-propulsion, as investigated herein, in the
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optimization analysis. In the following article, overviews
are given of the numerical methods and results are pre-
sented and discussed for towing and self-propulsion
models of the KCS, including comparison with available
experimental fluid dynamics (EFD) data. Additional
evaluation is provided through discussion of the recent
CFD Workshop Tokyo 2005,5 where both methods were
presented.

Summary of the CFD Workshop Tokyo 2005 and
current CFD challenges

As already stated, the present results were submitted to
the CFD Workshop Tokyo 2005 and detailed evalua-
tions were performed.5 The workshop was held in
Tokyo, Japan, on March 9–10, 2005. The purpose of the
workshop was to assess the state of the art of CFD for
steady and unsteady flows and to accelerate further de-
velopments through discussion among the participants,
in conjunction with comparisons of computed results
from different research groups and with experimental
data. Previous related workshops were held in 1980,
1991, 1994, and 2000.1–4 Topics discussed at the CFD
Workshop Tokyo 2005 were broader compared to the
earlier workshops, i.e., predictions of flows and the wave
field in the towing condition in still water for KCS and
naval combatant vessel DTMB 5415 (fixed, trim-free,
and sinkage-free conditions, test cases 1.1–1.3); double
model flows for tanker KVLCC2M (test case 1.4); flows
and propulsive factors in the self-propelled condition for
the KCS (test case 2); flows and hydrodynamic forces
and moments in the obliquely towed condition for the
KVLCC2M tanker (test case 3); and flows and hydro-
dynamic forces in the diffraction condition for naval
combatant DTMB 5415 (test case 4). In addition, grid
dependencies were evaluated by using a common set of
computational grids for the KVLCC2M tanker (test case
5). In summary, for steady-state computations, RANS
solutions were found to be within acceptable accuracy;
however, more effort must be directed toward introduc-
tion of anisotropic turbulence models for wake flows,
local grid refinement techniques for flows and wave
fields, and further developments for unsteady flows asso-
ciated with computation of motions for resistance and
sinkage and trim. In the following article, our focus is on
the above-mentioned test cases 1.1 and 2, to which the
present results were submitted.

The KCS test case was for the first time selected in the
Gothenburg 2000 workshop4 for a modern slender ship
test case as a replacement for the Series 60 (CB = 0.6)
model in the earlier workshop. Figure 1 gives an over-
view of the KCS hull form. The ship length between

perpendiculars (Lpp) is 230m and 7.2786m for full and
model scales, respectively. The model draft d is 0.3418m
and the model wetted surface area S0 is 9.4379m2. The
hull form is characterized by a pronounced bulbous
bow, a stern bulb, and an extended stern overhang. The
extended stern overhang is commonly seen in recent con-
tainer ship designs, and it yields some complexities in the
stern and wake wave fields. The static waterline shape is
normal; however, at operational speeds, the stern wave
rises up so that the transom is partially wetted. This
creates new numerical and physical modeling challenges
for CFD.

EFD studies on the KCS case were performed at the
Korean Research Institute for Ships and Ocean Engi-
neering (KRISO, now the Korea Ocean Research and
Development Institute) and the Ship Research Institute
of Japan (now, the National Maritime Research Insti-
tute), where the hull was run with and without an oper-
ating propeller for Fn = 0.26 and Rn = 1.4 × 107 and for
static sinkage and trim conditions.6–11 The former fol-
lowed the procedure for ship-point self-propulsion tests
with the KP505 propeller to measure propulsive factors.
More details on the KP505 propeller are given later.
EFD data include resistance, free-surface elevations,
mean velocity at several cross sections, hull surface pres-
sure, and propulsive factors associated with propeller
open test (POT) data.

The nominal wake at the propeller plane is dominated
by after-body inboard-rotating bilge vortices near the
center plane. This system is similar to that of tanker
hulls, but the magnitude and influence of the vortices are
seen to be weaker, e.g., axial velocity contours of the
KCS do not exhibit the so-called hook-shaped isovels
often exhibited by tankers. The wave pattern is typical
for this type of hull for medium Froude numbers: diverg-
ing and transverse Kelvin waves in the far field and a
steep bow wave and damped stern and wake waves in the
near field.

Fig. 1. Overview of Korean Research Institute for Ships and
Ocean Engineering (KRISO) container ship (KCS). Ship length
between perpendiculars (Lpp) is 230 m and 7.2786 m for full and
model scales, respectively. The model draft d is 0.3418 m, and the
model wetted surface area S0 is 9.4379 m2. Towing and self-
propulsion experiments were done for a model speed of 2.196 m/s,
i.e., Rn = 1.4 × 107, Fn = 0.26
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The flow features which pose challenges for CFD
simulations can be summarized as follows: (A-1) gross
aspects of phase and amplitude in the wave profile on the
hull and those in the wave cut at y/L = 0.1509, (A-2) the
amplitude of the bow wave in the profile, (A-3) short-
wave resolution at midship in the wave cut, (A-4) resolu-
tion in the global wave field, (A-5) gross features in the
transom wave field, (A-6) trends in surface pressure with/
without an acting propeller, (A-7) the magnitude and
distribution of the mean flow at the propeller section
with/without an acting propeller, and (A-8) the accuracy
of predicted integral parameters, e.g., hull resistance or
propulsive factors.

In test case 1.1, eleven entries from eight countries and
nine institutes were presented; nine different CFD codes
were used. All methods used a Cartesian coordinate sys-
tem and solved RANS equations. Only one method used
a zonal approach, so that the outer domain was solved
as a potential flow. Seven codes used a finite-volume
scheme, one used a finite-difference scheme, and one
used a finite-analytic scheme. Velocity–pressure cou-
pling algorithms were more varied, i.e., two semi-
implicit method for the pressure linked equations
(SIMPLE), two pressure implicit with splitting of opera-
tors (PISO), four artificial compressibility, and one di-
rect coupling approach. All the finite-volume schemes
employed did not use coordinate transformation.
Mostly, structured grids were used, including one combi-
nation with unstructured grids and two with overset grid
methods. Multiblock capability appeared to be a com-
mon feature, except for two entries. For the gridding, six
of the nine institutes used commercial software, while
the others used in-house codes. For turbulence model-
ing, algebraic models were tested by three entries, one-
equation models (Spalart Allmaras) by two entries, and
two-equation models by seven entries. As for the two-
equation models, the k-w model was the most popular,
and combination with the k-e model in the outer region
and its application to near-wall modification were also
considered. One entry used the realizable k-e model and
another tested a two-layer k-e model. In terms of free-
surface treatment, the level-set method was used in five
entries, the volume of fluid (VOF) in two entries, and
others used a tracking approach.

In test case 2, only four entries from three countries
and four institutes were presented, and four different
CFD codes were used. As for test case 1.1, all methods
used a Cartesian coordinate system and solved RANS
equations. Three codes used a finite-volume scheme and
one used a finite-analytic scheme in conjunction with one
SIMPLE, one PISO, and two other pressure-correction
algorithms. Three used multiblock structured grids and
one used a single structured grid. Only one institute used

an in-house gridding code. Two-equation turbulence
modeling was tested by all entries, namely, the k-w
model, the renormalization group (RNG) k-e model, the
realizable k-e model, and the two-layer k-e model. An
algebraic model was tested in one entry only. All CFD
codes used different approaches for the free-surface
treatment, i.e., VOF, level set, tracking, and prescribed
pressure distribution methods. For propeller modeling,
three CFD codes used a body force approach and one
resolved the flow around the actual propeller geometry.
In the body force approach, one used a vortex lattice
method, one used a prescribed body force approach, and
one used the infinitely bladed propeller theory. An actual
self-propulsion simulation, where the thrust balances the
hull resistance, was demonstrated by two entries.

Most of the above-mentioned methods reproduced
many important flow features for both towing and self-
propulsion cases. For the towing case, agreement with
EFD data for the boundary-layer and wake flows, the
wave field, and the total resistance appears fairly good.
For the self-propulsion case, propeller effects are accu-
rately simulated and the resultant propulsive factors
show good agreement with EFD data. Indeed, the meth-
ods presented in this article yielded the most promising
results among all entries, regarding overall quality in
flow, wave field, and integral parameters. Therefore,
more details of the present method and evaluation of the
results will be given.

Uncertainty assessments

In the use of CFD methods, an uncertainty assessment
should be provided for the solutions and computational
grid. CFD uncertainty assessment consists of verifica-
tion, validation, and documentation. The simulation
uncertainty, US, is divided into two components, one
from numerical errors, USN, and the other from the
model used, USM. The approach of Stern et al.12 is fol-
lowed here, where modeling and numerical errors were
assumed to be completely decoupled, although some
level of numerical and modeling error cross-correlation
would be expected (e.g., in the near-wall region for tur-
bulence modeling). The USN value is estimated for both
point and integral quantities and is based upon grid and
iteration studies, which determine grid (USG) and itera-
tive (USI) uncertainties. A root sum square (RSS) ap-
proach is used to combine the components and to
calculate USN, i.e., USN

2 = USG
2 + USI

2. CFD validation
follows the method of Stern et al.12 and Wilson et al.,13 in
which a new approach is developed where uncertainties
from both the simulation (US) and EFD benchmark data
(UD) are considered. Verification formulas were later
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corrected in Wilson et al.14 The first step is to calculate
the comparison error, E, which is defined as the differ-
ence between the data D (benchmark) and the simulation
prediction S, i.e., E = D − S. The validation uncertainty,
UV, is defined as the combination of UD and the portion
of the uncertainties in the CFD simulation that are due
to numerical errors USN and which can be estimated
through verification analysis, i.e., UV

2 = UD
2 + USN

2. UV

sets the level at which the validation can be achieved.
The criterion for validation is that |E| must be less than
UV. Note that for an analytical benchmark, UD is zero
and UV is equal to USN. Validation is critical for making
improvements and/or comparisons of different models,
since USN is included in UV.

The present results basically simulate EFD condi-
tions, and both towing and ship-point self-propulsion
cases are performed, subsequently referred to as Tow
and SP cases, respectively. Table 1 shows CFD cases,
RANS codes, and the number of computational grids,
whereas Table 2 shows the turbulence models used. Note
that there are two CFD results for the Tow case, i.e.,
Tow-A and Tow-B, which were performed at IIHR and
OPU, respectively. Both used the same version of
CFDShip-Iowa, but for Tow-A, a non-overset mesh sys-
tem was used. There are also CFD results for the SP
case, i.e., SP-wop and SP-wp, which correspond to the
without and with propeller conditions, and these were
performed at OPU by using Flowpack. Since the present
CFD methods have been evaluated in many precursory
studies, and major parts of the codes were taken over

from the earlier versions, validation is performed by us-
ing estimated grid uncertainties, UG, from past verifica-
tion and validation case studies.15–18 In addition to the
extra resources required for multiple-grid studies, addi-
tional complications arise when using overset blocks for
multiple-grid studies since the level of overlap on the
finest grid must be increased to achieve sufficient overlap
on the coarsest grid. The difficulties in using multiple
solutions for estimating grid uncertainties should moti-
vate the development of single-grid uncertainty estima-
tion methods. Uncertainties and errors for profile
quantities, e.g., wave profiles, are presented as profile-
averaged values (based on an L2 norm) in the range of
comparison.

Table 3 shows a comparison of uncertainties and val-
ues for the total resistance coefficient, CT(Tow). UD is 1.0%.
For Tow-A, UG and UI are 2.0% and 1.0%, respectively;
and those for Tow-B are 2.0% and 4.0%, respectively.
Hence, the resultant UV values for Tow-A and Tow-B
are 2.4% and 4.6%, respectively. Otherwise, |E| is 3.4%
and 3.8% for Tow-A and Tow-B, respectively. Since |E|
for Tow-B is smaller than UV, the result is validated for
Tow-B at the UV level.

Table 4 shows a summary of the uncertainties and
errors for the wave field results. The profile average
ranges are −0.45 < x < 0.45 and −0.45 < x < 1.0 for the
wave profile and the longitudinal wave cut, respectively.
The resultant UV for the profile and cut for Tow-A are

Table 1. Computational grids

Case RANS code No. of blocks Total no. of No. of No. of CPU
grid points CPUs iterations hours

Tow-A CFDShip-Iowa 20 1 614 232 20 2000 65c

Tow-B CFDShip-Iowa 22 1 934 039 22 1000 69d

SP-wop Flowpack 16a 2 509 760b 1 9000 99e

SP-wp Flowpack 16a 2 509 760b 1 3000 33e

RANS, Reynolds-averaged Navier-Stokes; SP, self-propulsion; wop, without propeller; wp, with propeller
a For port and starboard sides
b For port and starboard sides
c On PC-cluster (CPU: Xeon, 2.4 GHz)
d On Origin 3800 (CPU: MIPS R16000)
e On Linux-PC (Single CPU: Pentium 4, 2.8 GHz)

Table 2. Turbulence models used for the computations

Case Turbulence model Remarks

Tow-A Blended k-w/k-e Near-wall model
Tow-B Blended k-w/k-e Standard
SP-wop BL, 2L k-ea Standard
SP-wp BL, 2L k-ea Standard

BL, Baldwin-Lomax model; 2L, two layer
a BL results are presented

Table 3. Values, uncertainties, and the error for the total
resistance

Case CFD (S) EFD (D) UD UG UI UV E
(%D) (%D) (%D) (%D) (%D)

Tow-A 0.00344 0.00356 1.0 2.0 1.0 2.4 3.4
Tow-B 0.00370 0.00356 1.0 2.0 4.0 4.6 3.8

CFD, computational fluid dynamics; EFD, experimental fluid dy-
namics; S, simulation results; D, benchmark experimental data;
UD, uncertainty in D; UG, grid uncertainties; UI, iteration uncer-
tainty; UV, validation uncertainty; E, error
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2.4% and 5.1%, respectively, and those for Tow-B are
3.3% and 5.8%, respectively. |E| for the profile and cut
for Tow-A are 3.7% and 4.2%, respectively, and those
for Tow-B are 7.2% and 4.3%, respectively, which yields
a conclusion that both CFD results are validated for the
cut at the respective UV levels.

Tables 5 and 6 show a summary of uncertainties and
errors for the velocity profiles at the wake section x =
0.4911, where a detailed comparison with EFD will later
be made. The range of the profile average is −0.018 < y <
0.018 (z = −0.03). In these tables, results for the Tow and
SP cases are included. UD values for the towing and self-
propulsion cases are 0.38%U0 and 5.0%U0, respectively,
where U0 is the ship speed. The latter is significantly
larger than the former, which is apparently due to in-
creased flow complexity caused by the action of the pro-
peller. The resultant UV for Tow-A and Tow-B are
2.2%U0 and 2.8%U0, respectively. Furthermore, the re-
sultant UV for SP-wop and SP-wp are 5.1%U0 and
7.1%U0, respectively (Table 6). For this case, the error
for each velocity component is also evaluated, i.e, Eu,
Ev, and Ew for the u, v, and w components, respectively.
These values for SP-wop are 3.2%U0, 2.0%U0, and
3.1%U0, respectively; and those for SP-wp are 5.2%U0,
7.2%U0, and 6.3%U0, respectively. Especially for the SP-
wp case, the errors for the cross-flow components are
larger than those for the axial-velocity component,

which is due to the more drastic influences of the rotating
propeller for the former. It is shown that for SP-wop, the
errors are smaller than UV, hence the results are vali-
dated at the UV level. For SP-wp, errors for u and w are
smaller than UV, so that the results are validated at the
UV level. The result for w may be judged nearly vali-
dated, since the error is almost equivalent to the UV

value.

Towing case simulation

RANS equation solver: CFDShip-Iowa version 4

CFDShip-Iowa is a general-purpose, multiblock, high-
performance parallel computing, unsteady RANS code
developed for computational ship hydrodynamics. The
RANS equations are solved using higher-order upwind
finite differences, PISO, and an isotropic blended k-w/
k-e two-equation turbulence model. The free surface is
modeled using a single-phase level-set approach. Details
related to the governing equations and numerical meth-
ods can be found in Wilson et al.19,20 and in Carrica
et al.21,22

The earlier version of CFDShip-Iowa (version 3),
which used the free-surface tracking approach, was suc-
cessfully applied to predict the resistance and the wave
and flow fields around the surface combatant vessel
DTMB 5415 at the previous workshop.15 In addition,
this approach has been applied to the forward speed
diffraction problem, where ships encounter regular head
waves and advance with constant speed;23 prediction of
roll decay motion for a surface combatant;24 and pitch
and heave motions for the Wigley hull.25 However, the
surface tracking approach is limited to flows with small
to medium wave slopes and cannot resolve steep, over-
turning, or breaking waves due to difficulties in the grid
conforming process.

In an effort to remove these limitations, a steady and
unsteady single-phase level-set method was developed
for CFDShip-Iowa to handle both complex ship geom-
etry and complex interfacial topology due to higher
Froude numbers, bluff geometry, and/or large-
amplitude motions and maneuvering. Since discussing in
detail the single-phase method would require significant
space, the authors refer readers to Wilson et al.19,20 and
Carrica et al.21,22 Overset grids are used to provide flex-
ibility in grid generation, local grid refinement, and for
bodies and/or blocks with relative motions. Subse-
quently, the single-phase level-set approach was applied
to the prediction of breaking waves at higher Froude
numbers19 and for the forward speed diffraction prob-
lem,21 among other applications.

Table 5. Uncertainties in the velocity profile (%U0)

Case UD UG UI UV

Tow-A 0.38 2.0 1.0 2.2
Tow-B 0.38 2.0 2.0 2.8

Profile average for −0.018 < y/L < 0.018

Table 4. Wave profile values and cut errors (%ζR)

Case UD UG UI UV E

Wave profile on the hulla

Tow-A 0.92 1 2 2.4 3.7
Tow-B 0.92 1 3 3.3 7.2

Wave cut at y/L = 0.1509b

Tow-A 0.42 5 1 5.1 4.2
Tow-B 0.42 5 3 5.8 4.3

a Profile average for −0.45 < x/L < 0.45, (ζR = 0.015)
b Profile average for −0.45 < x/L < 1.0, (ζR = 0.015)

Table 6. Velocity profile errors (%U0)

Case UD UG UI UV Eu Ev Ew

SP-wop 0.38 5 1 5.1 3.2 2.0 3.1
SP-wp 5 5 1 7.1 5.2 7.2 6.3

Profile average for −0.018 < y/L < 0.018
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CAD-interfaced automatic grid generator

At present, CAD methods have essentially replaced the
drawing board as the basic tool for hull form design. In
the use of a CFD tool, a major task will be the simula-
tion setup, including gridding, which is still regarded to
be a serious bottleneck by designers. In the present work,
a recently developed CAD-interfaced automatic grid
generator was applied. The method was originally devel-
oped for a CFD-based hull form optimization scheme.26

Surface, as well as volume, grids are automatically
generated, based on prescribed setup parameters (which
are basically the same as those in series case studies if the
grid topology is fixed). The volume grid is generated by
an elliptic algebraic method using an exponential scheme
and the method of lines. A concern for automatic
gridding is the robustness for practical complexities at
the hull surface. Through preliminarily exercises, the
present scheme was shown to be capable of application
to tankers, surface combatants, and container ships. In
all cases, the grid orthogonality, especially near the hull
surface, was sufficiently maintained. This gridding
scheme is demonstrated for the Tow-A case.

Computational grid, conditions, and environment

For the present condition, two simulations were per-
formed, one each by IIHR and OPU, by using the same
RANS code, CFDShip-Iowa version 4, but with differ-
ent gridding strategies. These are described below in
association with the computational environment. Both
simulations basically simulate EFD conditions, i.e., Fn =
0.26 and Rn = 1.4 × 107, and static sinkage and trim
conditions. In addition, Tables 1 and 2 show the number
of computational grids, CPUs used for parallel comput-
ing, iterations, and computational hours to achieve
sufficient convergence; the turbulence models used in the
present simulations are also indicated. The conditions
are further described below.

Tow-A

Figure 2 gives an overview of the computational grid for
the case Tow-A. The grid was generated by using the
previously mentioned automatic gridding scheme. An
overset grid was not used for this case and only the
starboard side was included in the solution domain. The
topology was a C-O type, and the domain covered one
ship length upstream of the bow, out from the side and
bottom of the hull, and downstream of the stern. A no-
slip boundary condition was enforced at the hull surface,
where the first grid point away from the body surface
was located at around y+ = 1. The domain was decom-

posed into 20 blocks. The total number of grid points
was 1 614 232, in which the distribution was nearly
equivalent to that of the background grid for Tow-B.
Through comparison of the Tow-A and Tow-B results,
the effectiveness of the overset grid scheme was
evaluated.

The computation was performed on a 64-CPU PC-
cluster system (CPU: Xeon, 2.4 GHz). The number of
CPUs is the same as the number of blocks. In total, 2000
global iterations were required to achieve sufficient con-
vergence and that took 65 h. In the present simulation, a
blended k-w/k-e model was used with a near-wall (low
Reynolds number) model, which finally appeared to be
the best option (at present, the available options are: the
original blended k-w/k-e model; the blended model with
the share-stress transport (SST) model; and the blended
model with a near-wall model).

Tow-B

In contrast to Tow-A, for Tow-B a state-of-the-art
overset gridding technique was used. The KCS solution
domain and grid are shown in Figs. 3 and 4. The solution
domain extends one ship length upstream and down-
stream of the ship. Figures 3a, b show the solution do-
main, including background and overset refinement
blocks for the free surface and nominal wake plane. An
overset block was used near the free surface to improve
the resolution of the Kelvin wave system (Fig. 3c).
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Fig. 2. Computational grid for the towed condition, Tow-A. The
grid was generated by using an automatic gridding scheme. An
overset grid was not used for this case. The starboard side only was
included in the solution domain
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Figure 3d shows details of the nominal wake refinement
block, which was used to improve the resolution of the
bilge vortices.

The base background grid (before decomposition for
parallel processing) consisted of a hyperbolically gener-
ated near-hull grid and an elliptically smoothed far-field
grid, both with an O-O topology. The near-hull grid
extended from the hull surface to roughly 0.03L away

from the hull, while the far-field grid extended from
0.03L to the far-field boundary located at one ship
length. Details of the near-hull and far-field grids at the
bow and stern center plane are shown in Fig. 4.

A no-slip boundary condition was enforced at the hull
surface, where the near-wall spacing was set to yield y+ <
1 for turbulence modeling considerations. The total
number of grid points was 1 934 039. The base back-
ground, nominal wake refinement, and free-surface
refinement blocks were decomposed for parallel process-
ing, which yielded a 22-block grid system. The computa-
tional grid was generated using the commercial software
Gridgen (Pointwise, Fort Worth, TX, USA), which cre-
ates non-overlapping patched multiblock boundaries.
Two rows of ghost cells were dynamically added by the
CFDShip-Iowa code at run time to all multiblock
boundaries to ensure enforcement of the flow field equa-
tions and to maintain higher-order accuracy.

The simulation took roughly 69 wall clock hours to
run 1000 iterations using 22 processors of an Origin 3800
machine. In the present simulation, a standard blended
k-w/k-e model was used.

Fig. 3. Solution domain with a overset free-surface refinement
blocks, b nominal wake and free-surface refinement blocks (under
free-surface perspective), c free-surface refinement grid (top) and
Kelvin wave system (bottom) and, d grid and solution details at the
nominal wake plane, x/L = 0.4911

Fig. 4. Center-plane grid details at the bow (top) and stern with
nominal wake refinement blocks (bottom)
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Results

In the following sections, the computational results for
the towing case are discussed. We consider a ship fixed in
a uniform onset flow using a Cartesian coordinate sys-
tem with the origin on the undisturbed free surface at the
midship, the x and y axes on the horizontal plane (x is in
the longitudinal direction), and the z axis directed verti-
cally upward. In the presentation of results, the length
and velocity scales are nondimensionalized using the
ship length (Lpp) and ship speed (U0), respectively; the
pressure is nondimensionalized using the stagnation
pressure 0.5rU0

2, where ρ is the fluid density. The hydro-
dynamic force of main interest, i.e., the total resistance in
the present study, is expressed in a coefficient form as
CT = R/0.5rS0U0

2, where S0 is the wetted surface area
of the ship for the static upright condition. As noted
earlier, x = −0.5 and 0.5 correspond to the forward
perpendicular (FP) and after perpendicular (AP),
respectively.

Resistance

First, the total resistance, CT, is discussed. Table 3 shows
a comparison of CT between EFD and the present re-
sults. EFD-CT is 0.00356, in contrast to 0.00344 and
0.00370 for Tow-A and Tow-B, i.e., the comparison
errors E are 3.4%EFD-CT and 3.8%EFD-CT, respec-
tively. The CT can be subdivided into pressure and
frictional parts, and for Tow-A these are 21%EFD-CT

and 75.6%EFD-CT, respectively; for Tow-B they are
22.5%EFD-CT and 81.5%EFD-CT, respectively. Note
that the corresponding ITTC-57 and Schoenherr values
for frictional resistance are 0.0028 and 0.00278, respec-
tively, whereas the predicted values by the present
results are 0.0027 and 0.0029 for Tow-A and Tow-B,
respectively.

The agreement between the present CFD and EFD
results is considered to be acceptable for this level of grid
size, since it was reported in the Gothenburg 2000 Work-
shop4 that the average value for all participants’ for this
case was about 5.2% higher than EFD-CT, and the varia-
tion was 4.5%EFD-CT. Interestingly, the CFD results
presented at the Tokyo 2005 Workshop5 were more
diverse, i.e., the averaged value of all participants’ was
about 11.2% higher than EFD-CT, and the variation was
15% EFD-CT. This variation was due more to the pres-
sure than frictional components, i.e., the averaged value
and variation for the former are 20.9%EFD-CT and
7.9%EFD-CT, respectively; and those for the latter are
80.2%EFD-CT and 4.8% EFD-CT, respectively.

Wave field

Next, the results for the wave fields are discussed. Figure
5 shows the global wave contours for the two numerical
results, i.e., Tow-A and Tow-B, and EFD performed at
KRISO. In general, the predictions show good agree-
ment with experimental values in terms of both the mag-
nitude and location of the peaks and troughs of the
Kelvin pattern. In fact, the agreement between Tow-B
and EFD is excellent, and the numerical dissipation of
the Kelvin wave into the far field is reduced by the use of
an overset refinement block (Fig. 3c). More details in
wave features, including short wave systems, were cap-
tured. Simulation without the free-surface refinement
grid (i.e., Tow-A) displays noticeable dissipation of the
Kelvin wave leading to larger differences with the EFD
data. For both results, comparison of the bow wave field
shows good agreement with the experiments; however,
the wave field in the vicinity of the transom corner
appears to be somewhat under-resolved, and could
probably be improved with the addition of an overset
refinement block.

Figure 6 shows closer views of the transom wave field.
Similar features of the wave field were predicted, i.e., the
particular aspects often seen around partly wetted tran-
soms, e.g., the characteristic horizontal V-type extent of
the damped wave region. However, more detailed evalu-
ation of the results is unfortunately precluded by the
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limited resolution of EFD data. It is noteworthy that the
present strategy of grid arrangement near the transom,
i.e., a local C-type topology used for both results, is
capable of adequately representing the transom geom-
etry. A related issue was often reported at the work-
shops: not many CFD simulations predict the wave field
if the transom geometry is not correctly represented.

Figures 7 and 8 show wave profiles at the hull and at
a longitudinal wave cut (y = 0.1509), and enable more
critical evaluation of the present CFD results. In these
figures, values of UV and E are also shown; the respective
UV for the wave profile and the cut are seen to be similar.
Both results successfully capture the gross features of the
EFD data, and E for both results is mostly within the
estimated UV range. It is noteworthy that the differences
between the two CFD results are likely within the com-
bined USN range, i.e., (USN(Tow-A)

2 + USN(Tow-B)
2)0.5, which is

about 3.8% and 7.7% for the wave profile and the cut,
respectively. On the other hand, some shortcomings can
be seen: an underpredicted wave-cut amplitude near the
end of the plot region, a missed wave-cut short-wave
system around midship, and an under- and
overpredicted profile wave elevation at the bow-wave
crest and near the stern. An underprediction of the bow-
wave crest was a general trend in the workshop results,
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except for a few of results, namely one that used free-
surface tracking and two that used free-surface captur-
ing approaches. Wave damping occurring in the very far
field and downstream is noticeable, although that for
Tow-B is less significant. In general, the wave damping
correlates with the transverse grid resolution.

Boundary layer and wake flow and surface pressure field

Figures 9 and 10 show the axial velocity contours and
cross-plane vectors for several representative cross sec-
tions, i.e., x = 0.4, 0.45, and 0.4825, for CFD (Tow-B)
results and EFD data. Figure 10 also shows the axial
vorticity contours. It can be seen that the rapid contrac-
tion of the afterbody from x = 0.4 to 0.45 results in a
dramatic thickening of the boundary layer and clockwise
(shown in blue, Fig 10b) and counterclockwise (shown in
red, Fig. 10b) bilge vortices. At x = 0.45, the afterbody
begins the transition to the propeller hub, resulting in the
formation of a third, smaller clockwise vortex just down-
stream of the termination of the propeller hub (shown in
blue, Figs. 10c and 10d).

The measurements show some evidence of the three
counter-rotating vortices (Fig. 10d), although the mea-
surements are not present at x = 0.4825 and the measure-
ment grid was too coarse at x = 0.4911 to verify the
existence of the clockwise vortex downstream of the pro-
peller hub. Overall, the agreement of the axial velocity
contours in Fig. 9 is acceptable for the resolution of the
present grid. The largest differences appear to be in the
shape of the higher speed contours (i.e., U = 0.8–0.9).
The experimental shape has a more pronounced bulge
and a smaller boundary layer thickness (e.g., y, z = −0.03,
−0.02, Fig. 10a) compared to the CFD predictions. Use
of the overset refinement block at the nominal wake
plane was required to resolve the small-scale details of
the bilge vortices.

Figure 11 shows the wake flow near the propeller
section, i.e., x = 0.4911, for Tow-A and Tow-B, and Fig.
12 shows the EFD results for the same section. The
section is actually just after the propeller center section
at x = 0.4825, and was selected by the aforementioned
CFD workshops to facilitate comparison between the
cases without and with an acting propeller. The latter is
the focus of the self-propulsion condition, which will be
discussed later. Both results capture general aspects of
the flow shown in the EFD data, e.g., the distribution of
the wake, the minimum value of the axial velocity, and
the location of vortices and associated redistribution of
the wake. The plateau-like area around z = −0.03, which
is associated with the vortex centered at z = −0.025, is
fairly well reproduced. Figure 13 shows the CFD and
EFD velocity profiles at z = −0.03 at the same section and

enables more detailed and critical examination of the
present results. The agreement with the data is good;
however, both results are seen to miss details in the
distribution of the transverse velocity component (v)
near the center plane. The wake predicted by Tow-B
is somewhat narrower than that by Tow-A, and the
differences are likely attributed to differences in the
turbulence model. As shown for Tow-A, inclusion of
near-wall effects in the k-w equation appears to be
effective.

Figure 14 shows the EFD and CFD results for the
surface pressure field near the stern. The overall features
shown in the two results are similar and agree well with
those shown in the EFD data, e.g., the location of the
zero contour is nearly identical. A characteristic low-
pressure region near the stern and bilge is predicted by
both results. In fact, this success is expected based on the
above discussions of the resistance and boundary layer
and wake flow, since they are closely related to the sur-
face pressure field associated with the generation of
three-dimensional flow separation that occurs in the
stern region. Some differences are seen between CFD
and EFD for contours near the bilge in the negative
value region, i.e., more complexities, including isolated
islands, are shown in the EFD results.

Self-propulsion case simulation

RANS equation solver: Flowpack version 2004e

Flowpack version 2004e27 was used for simulation of the
self-propulsion case. The code was developed particu-
larly for CFD education and research, and design appli-
cations for ship hydrodynamics, aerodynamics, and fluid
engineering. For design applications, multiblock domain
decomposition and propeller–hull interaction are in-
cluded. At present, Flowpack has a tight interface with
both commercial and the authors’ in-house grid genera-
tors. A summary of applications is available in Tahara et
al.28 for full-scale simulation, hull form optimization, the
America’s Cup downwind sail system, a fully appended
sailing boat, parachutes, automobiles, and others.

The numerical method of Flowpack solves the un-
steady RANS equations and continuity equations with a
zero or two-equation turbulence model for the mean
velocity, pressure, and eddy viscosity or turbulence pa-
rameters by using a body/free-surface conforming grid.
The equations are transformed from Cartesian coordi-
nates in the physical domain to numerically generated,
boundary-fitted, nonorthogonal, curvilinear coordinates
in the computational domain. A partial transformation
is used, where the coordinates are transformed but the

─ 410 ─ ─ 411 ─



220 J Mar Sci Technol (2006) 11:209–228

13

Fig. 10a–d. Cross-flow vectors from experiment (left) and CFD
with axial vorticity (right) at x/L = 0.40 (a), 0.45 (b), 0.4825 (c), and
details at x/L = 0.4825 (d)

Fig. 9a–d. Axial velocity contours from experiment (left) and
CFD (right) at x/L = 0.40 (a), 0.45 (b), 0.4825(c), and details at
x/L = 0.4825 (d)
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Fig. 11. Comparison of axial-velocity contours (left) and cross-
plane vectors (right) at x = 0.4911 (just after the propeller center
section, x = 0.4825) for the towed condition (without propeller).
A and B correspond to CFD Tow-A and Tow-B, respectively

mization for minimum delivered power.18 Figure 15
shows the overall computational procedure of the
present self-propulsion scheme. The method consists
of three parts, i.e., a RANS solver, a propeller per-
formance program, and a root finder module to deter-
mine the propeller rotational speed np so that the hull
part of the resistance R balances with the propeller
thrust T:

T R= (1)

In application for the ship-point test, the skin-friction
correction, i.e., SFC, must be included so that:

R R SFCT SP= −( ) (2)

where RT(SP) is the hull resistance for the self-propulsion
state. Note that SFC for the present KCS test case is
given from EFD by:

SFC
U S

k C C CF M F S F= +( ) −( ) −{ }ρ 2
0

0 02
1 ∆ (3)

velocity components are not. The equations are solved
using a regular grid, finite-analytic spatial and first-order
backward-difference temporal discretization, a PISO-
type pressure algorithm, and the method of lines.

Flowpack uses a free-surface tracking approach to
resolve wave fields. Exact nonlinear kinematic and ap-
proximated dynamic free-surface conditions are applied
on the free surface, which is determined as part of the
solution; i.e., the dynamic conditions are applied to
velocity and pressure, and the free-surface elevation is
determined through the solution of the nonlinear
kinematic condition using a Beam and Warming linear
multistep scheme with both explicit and implicit fourth-
order artificial dissipation. The computational grid is
automatically updated at each time step to conform to
both the body and the free surface.

Self-propulsion scheme

The present self-propulsion scheme was originally devel-
oped for application to a CFD-based tanker stern opti-
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Fig. 12. Measured axial-velocity contours (top) and cross-plane
vectors (bottom) for the towed condition (without propeller). The
location is just after the propeller section, i.e., x = 0.4911. Other
conditions coincide with those of the simulation, i.e., Rn = 1.4 ×
107, Fn = 0.26
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Subscripts M and S correspond to model and full scales,
respectively. Propulsion factors are evaluated when the
self-propulsion state is achieved. For example, the thrust
deduction factor is given by:

1− =
−

=
−

−
( ) ( )

( )
t

R SFC

T

R SFC

R SFC
T Tow T Tow

T SP

(5)

where RT(Tow) is the hull resistance for the towing state.
Propeller action effects are included in the RANS

equations by a body force approach. The body force
distribution is interactively and iteratively determined by
propeller performance calculation based on the infinitely
bladed propeller theory29 by using a free vortex distribu-
tion in the wake and a bound vortex distribution on the
propeller disk. The disk is divided into 36 × 5 = 180
panels in the present work.

Computational grid and conditions

A ship-point self-propulsion simulation was performed
at OPU by using the above-mentioned RANS code and
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self-propulsion scheme. The simulation conditions
basically follow those of EFD, i.e., Fn = 0.26, Rn = 1.4 ×
107, and static sinkage and trim conditions. The already
discussed automatic gridding scheme was used to gener-
ate the computational grid. Figure 16 shows an overview
of the grid. Both port and starboard sides are included in
the solution domain to simulate the asymmetric flows
generated by action of the propeller. The grid topology is
an O-O type, and the total number of grid points is
2509 760. The domain covers one ship length upstream
of the bow, one ship length out from the side and bottom
of the hull, and one ship length downstream of the stern.
The first grid points away from the body surface are
located around y+ = 1.

As already stated, the infinitely bladed propeller
theory was used in the present simulation, in which the
propeller is represented as a circular disk. Figure 17
shows the location of the propeller disk. The center of
the disk coincides with that of the real propeller model
used in EFD, i.e., (x, y, z) = (0.4825, 0, −0.02913). Figure
18 shows the KP505 propeller model used for both CFD
and EFD. The propeller has five blades, an NACA66
section profile, and a hub ratio of 0.18. The propeller
diameter is 7.9m and 250 mm for full and model scales,
respectively. Figure 19 shows EFD data from a propeller
open test (POT) carried out at the National Maritime
Research Institute (NMRI) for the CFD Workshop To-
kyo 2005. The POT data are used for propeller modeling
in the infinitely bladed propeller theory.

The self-propulsion simulation was performed by us-
ing the towed condition results as an initial guess. Tech-
nically, these are with- and without-propeller conditions,
and hereafter, these computations are referred to as SP-
wp (with propeller) and SP-wop (without propeller), re-
spectively. The number of iterations and wall clock
hours are shown in Table 1. SP-wop was performed on a
single CPU PC (VT-WSi, CPU: Pentium 4, 2.8GHz).
In fact, the influence of the propeller is limited to
the flow in the stern and wake regions. Therefore,
solution convergence is achieved in a relatively small
number of iterations: 9000 and 3000 global iterations
for SP-wop and SP-wp, respectively, were found to
yield sufficient convergence of solutions. The wall
clock hours for these computations were 99 and 33 h,
respectively.
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0.4

0.6

0.8
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Fig. 16. Computational grid for the self-propulsion case. Both
port and starboard sides are included to simulate asymmetric flows
caused by the action of the propeller

Fig. 17. Location of the propeller disk in the present self-
propulsion simulation. The propeller center is located at (x, y, z) =
(0.4825, 0, −0.02913)

Fig. 18. The propeller model used for the self-propulsion simula-
tion and experiment is named KP505 and was prepared for the
Gothenburg 2000 and Tokyo 2005 workshops. It has five blades
with a NACA66 section profile and a hub ratio of 0.180. The
propeller diameters are 7.9 m and 250 mm for full and model
scales, respectively
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Fig. 19. Experimental data from the propeller open test (POT) for
the KP505 propeller. The experiments were carried out at the
National Maritime Research Institute for the Tokyo Workshop
2005. These data were used in the propeller performance calcula-
tion implemented in the present self-propulsion scheme

Table 7. Comparison of propulsive factors

Factor CFD EFD

CT(Tow) 0.003545 0.003550
1–wn 0.634 0.686
CT(SP) 0.00393 –
KT 0.1670 0.1700
KQ 0.0282 0.0288
1–t 0.8515 0.8530
1–wT 0.789 0.792
η0 0.631 0.682
ηR 1.074 1.011
η 0.732 0.740
J 0.718 0.728
nP (rps) 9.528 9.500

Table 2 shows the turbulence models used in the
present CFD cases. The Baldwin-Lomax model (BL:
original form) and two-layer k-e model (2L k-e) were
used and the results were examined. It was found that
the 2L k-e results were slightly better for cross-flow pre-
diction at the propeller section. However, its use does
not indicate a clear improvement in the axial velocity.
The total resistance for the 2L k-e model was about 2%
lower than the EFD data, and that is mainly attributed
to an underestimated frictional resistance. Another
drawback for the present application of the 2L k-e model
is the larger iteration uncertainty UI than for the BL
results. Better performance for the BL model was some-
what unexpected, and that may correlate with the grid
resolution problem near the wall, since the 2L k-e model
generally needs more grid points near the wall. Finally,
further attempts to improve the 2L k-e results were not
pursued. For a focus on the application to practical
design, the results obtained by simpler turbulence mod-
els are still considered to be valuable, and show the
capability of such a model for highly complex flow
simulations.

Results

In the following sections, computational results are dis-
cussed for the self-propulsion simulation. Definition of
the coordinate system and the nondimensional presen-
tation of results are the same as those for the towing

simulations. Other definitions of propulsive factors are
shown in the List of symbols.

Propulsive factors

As already stated, the SP-wp case was performed by
using the SP-wop results as the initial guess. When the
self-propulsion state was achieved, i.e., the propeller
thrust balanced the hull resistance minus SFC, all pro-
pulsive factors were directly evaluated. Table 7 shows
the propulsive factors for the CFD and EFD results, and
generally good agreement is demonstrated. Due to the
action of the propeller, the hull resistance increases
about 10%, which is the general trend shown in the
results presented at past workshops.4,5 The increase in
hull resistance is mainly due to an increase in pressure
resistance. Frictional resistance also increases, but the
magnitude is insignificant.

Wake flows

Figure 20 shows the calculated axial-velocity contours
and cross-plane vectors at x = 0.4911, which is just after
the propeller center section, i.e., x = 0.4825. Figure 21
shows the measured axial-velocity contours and cross-
plane vectors for the self-propulsion condition, and
through comparison with Fig. 12, salient flow features
resulting from the action of the propeller can be exam-
ined. Furthermore, Fig. 22 shows the velocity profiles for
CFD and EFD at x = 0.4911 and z = −0.03, which
enables a more critical evaluation of results. CFD results
for the without-propeller condition are qualitatively
nearly identical to those for the Tow-A and Tow-B cases:
i.e., CFD captures the general aspects of the flow shown
in the EFD data, e.g., the distribution of the wake, the
minimum value of the axial velocity, and the location of
vortices and associated redistribution of the wake. How-
ever, underprediction of the secondary flow magnitude is
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more significant, which is likely due to the limitations of
the simple turbulence model.

As shown in the EFD data, the influences of propeller
action on the flow are drastic, especially in the region
right after the propeller. The flow exhibits characteristics
of an asymmetric swirling jet and accelerated velocity
fields, and importantly, larger acceleration of flow on the
starboard side than on the port side for the given pro-
peller rotational direction. The present CFD model
successfully captures such general features of the flow.
In a more critical evaluation, the cross-flow velocity
components again indicate some discrepancies from the
EFD data, especially for the transverse component near
the hub center. In part, the lack of hub effects in

the present propeller model may be responsible for this
discrepancy.

Figure 23 shows the effective wake, propeller-induced
axial velocity, and axial body force contours on the pro-
peller disk. Note that the effective wake ue is defined as
ue = ut − up, where ut and up are the total and propeller-
induced axial velocity, respectively. Due to the
propeller–hull interaction, an asymmetric distribution of
these values is evident. The axial body force directly
correlates with up and the flow just downstream of the
propeller, where the flow is dominated by the propeller-
induced effects.

Surface pressure field

Figures 24 and 25 show surface pressure contours for the
SP-wop and SP-wp cases. Figure 24 shows the side view
and includes EFD data; Fig. 25 shows the back view.
Comparison with EFD data for the towing condition in
Fig. 14 shows the specific influences caused by the action
of the propeller. The SP-wp results clearly show expected
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Fig. 20. Axial-velocity contours and cross-plane vectors at x =
0.4911 (just after the propeller center section, x = 0.4825). Top,
without propeller; middle and bottom with propeller
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Fig. 21. Measured axial-velocity contours (top) and cross-plane
vectors (bottom) for the self-propulsion condition (with propeller).
The location is just after the propeller section, i.e., x = 0.4911. The
other conditions coincide with those of the simulation, i.e., Rn =
1.4 × 107, Fn = 0.26

─ 416 ─ ─ 417 ─



226 J Mar Sci Technol (2006) 11:209–228

13

Y
-0.03 -0.02 -0.01 0 0.01 0.02 0.03

-0.5

0

0.5

1

U

W

W

U

V

V

(Without Prop.)

(With Prop.)

Fig. 22. Velocity profiles at x = 0.4911 and z = −0.03. Top, without
propeller; bottom with propeller. Symbols and lines represent EFD
and CFD data, respectively
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Fig. 24. Surface pressure contours near the stern (CP contours).
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pressure decreases due to the action of the propeller,
which is more evident in the region where the boundary
layer is thick, i.e., the region near the stern bulb and near
the propeller. The trends are also shown in the EFD data
as a backward shift of pressure contours, which agrees
well with that predicted by CFD. It is also shown that
the influence of the propeller is restricted to the stern
region, as is commonly assumed in hull form design. As
shown in Fig. 25, the CFD results indicate a somewhat
asymmetric distribution of surface pressure. This is
considered to be due to the propeller–hull interaction, in
which the body force, as well as the propeller-induced
velocity, is asymmetric on the propeller disk.

Conclusion and prognosis

KCS towing and self-propulsion CFD simulations were
performed. Two RANS equation solvers were em-
ployed, namely CFDShip-Iowa version 4 and Flowpack
version 2004e, for the towing and self-propulsion cases,
respectively. The present work was based on a close
interaction between IIHR-Hydroscience and Engineer-
ing of the University of Iowa and Osaka Prefecture
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University. In the present article, an overview of the
numerical methods is given and results are presented
and discussed for the KCS towing and self-propulsion
cases, including comparison with available EFD data.
Additional evaluation is provided through discussion of
the recent CFD Workshop Tokyo 2005, where both
methods were presented. Indeed, the methods presented
in this article yielded the most promising results among
all entries, regarding overall quality in flow, wave field,
and integral parameters.

The free-surface capturing approach based on the
single-phase level-set method is shown to be very prom-
ising. The gridding for the approach is easier since spe-
cial care for wave conforming is no longer needed. Also,
numerical wave damping in the outer region is shown to
be smaller, and more short-wave systems are efficiently
captured. The correct vertical and horizontal grid distri-
bution is still a point of concern, but this will be over-
come by parametric and automatic gridding techniques.
CAD-interfaced automatic gridding schemes such as
that demonstrated in the present work will help alleviate
the burden of grid generation for the designer.

Results based on a propeller model demonstrated in
the present work indicate practical accuracy in design.
Therefore, the method is recommended for design appli-
cations at the present level. However, investigation of
more advanced models such as a rotating propeller
model must be continued, since that will solve the in-
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Fig. 25. Surface pressure (CP) contours without and with a propel-
ler (Rn = 1.4 × 107, Fn = 0.26). The circle indicates the location of
the propeller

trinsic problem of the simpler potential flow-based
model, e.g., treatment of free vortices and viscous cor-
rection. The much heavier computational load may be a
drawback, but this can be overcome by the use of high-
performance computing.

In summary, the current status of CFD demonstrated
in the present work is such that the accuracy of the
methods will be acceptable in practical design, after per-
forming extra series-hull case studies to guarantee the
trends in the current solutions. Furthermore, the present
automatic grid generator, appropriate free-surface mod-
eling, and self-propulsion scheme can be integrated to
develop a self-propulsion simulator by introducing
several additional components. These are an overset grid
approach for more accuracy of flow and wave fields in
the regions of interest, a sinkage and trim prediction
scheme, and consideration of appendages such as struts
or rudders.

In addition, the present results and those from other
test cases show the ability of the method to accurately
and efficiently resolve the flow and wave fields around
practical surface ships. The method is currently being
applied to ship research in the areas of resistance and
propulsion, seakeeping, and maneuvering. Future work
includes extensions for automation of the grid refine-
ment process and use of dynamic overset grids for large-
amplitude ship motions and maneuvering and for bodies
or blocks with relative motions. Other efforts include
application of detached eddy simulation and develop-
ment of robust and efficient nonisotropic turbulence
models for practical surface ships.
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Bn(t) Bezier curve of degree n
DP, DO  Experimental value of the 

parent and the optimized 
designs

EΔ  Difference between the 
measured and the expected 
improvements

f, f0, etc. Fitness function
 
�
F  = (F1, F2,  .  .  .  , FN)T  Multiobjective functions

 F U gLn PP=  Froude number

f̄ (t) Average fi tness of a population
g Gravitational acceleration
h, g  Equality and inequality 

constraint functions
LPP Ship length
M Number of design variables
m Number of processors
n Population size
N Number of multiobjective 

functions
Ni,p, Ni,q  Normalized B-spline basis 

functions of degree p and q
p, q  Number of equality and 

inequality constraint functions
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Abstract The main objective of this article is to describe 
the development of two advanced multiobjective optimi-
zation methods based on derivative-free techniques and 
complex computational fl uid dynamics (CFD) analysis. 
Alternatives for the geometry and mesh manipulation 
techniques are also described. Emphasis is on advanced 
strategies for the use of computer resource-intensive 
CFD solvers in the optimization process: indeed, two 
up-to-date free surface-fi tting Reynolds-averaged 
Navier-Stokes equation solvers are used as analysis tools 
for the evaluation of the objective function and func-
tional constraints. The two optimization methods are 
realized and demonstrated on a real design problem: the 
optimization of the entire hull form of a surface combat-
ant, the David Taylor Model Basin—Model 5415. Real-
istic functional and geometrical constraints for preventing 
unfeasible results and to get a fi nal meaningful design 
are enforced and discussed. Finally, a recently proposed 
verifi cation and validation methodology is applied to 
assess uncertainties and errors in simulation-based opti-
mization, based on the differences between the numeri-
cally predicted improvement of the objective function 
and the actual improvement measured in a dedicated 
experimental campaign. The optimized model demon-
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P, Q, R  Grid clustering and stretching 
functions

Pi,j  Location vectors of 
nonuniform rational B-spline 
(NURBS) control points

Po, dP  Original and displacement 
location vectors

r Penalty parameter
Rn = ULPP/n Reynolds number
RP Pareto ranking
RT Total resistance
S(u, v) 3D surface defi ned by NURBS
S, D Simulation value, and date 

value
SP, SO  Numerical simulation value of 

the parent and the optimized 
designs

U Ship speed
u, v NURBS parameters
US, USN, etc. Uncertainty�
u (
�
x →) Velocity components, 

normalized by ship speed U
wi,j Weights
X, Y, Z Nondimensional Cartesian 

coordinates, normalized by ship 
length LPP�

x  = (x1, x2,  .  .  .  , xM)T Design variables�
x , 
�
y  Points in the multiobjective 

function space
x0, xk+1 Original and new Bezier 

patched surface
xi(t) Frequency of genotype Bi at 

generation t
xu

i , x
l
i Upper and lower bounds of 

design variables
c Subset c of the M-dimensional 

real space ℜM

ΔS, ΔD Differences in value between 
the parent and the optimized 
designs

l* Nondimensional wavelength
n Kinematic viscosity
r Density of water
x1, x2, x3 Computational coordinates
x3, x5 Heave and pitch peaks of 

response amplitude operator 
for head seas for l* ≥ 0.4

1 Introduction

This article describes the development of two different 
multiobjective optimization methods, their application 

to the optimization of a surface combatant ship [the 
David Taylor Model Basin (DTMB) Model 5415], and 
the experimental verifi cation to assess the success of the 
optimization. This work is based on a close interaction 
among IIHR—Hydroscience and Engineering of the 
University of Iowa, the Italian Ship Model Basin 
(INSEAN), and the Osaka Prefecture University (OPU) 
in the framework of their respective Offi ce of Naval 
Research (ONR) Naval International Cooperative 
Opportunities in Science and Technology Program 
(NICOP) research projects (2002–2005 and 2005–2008). 
The work reported by Campana et al.1 was precursory 
to the present study; results for a single-objective opti-
mization were presented and the methods were success-
fully validated.

Although the use of reliable and validated computa-
tional fl uid dynamics (CFD) solvers is rapidly becoming 
a common practice in the advanced ship design process, 
these methods of analysis are often adopted as a shortcut 
to reduce the standard activities carried out in towing 
tank facilities, which are considered to be both too 
long and too expensive to be fully included in the 
design process. However, mature CFD analysis can be 
used in a more fruitful way, and the next objective is to 
explore its usefulness in simulation-based design (SBD). 
Such approaches have been developed by the present 
authors2–10 in an effort to deal with complex, real-life 
design problems and constraints, and include a severe 
evaluation of the results through model test verifi cation.1 
Beside the studies cited above, many recent applications 
of CFD-based optimization witness that optimal shape 
design is receiving growing consideration in the naval 
hydrodynamics community and is fi nally starting to close 
the gap with other fi elds (automotive and aeronautical 
engineering, for example) in which SBD frameworks are 
a real tool in the design of complex systems.11–15

Typical ship design problems involve multiple objec-
tives.16 For instance, the goals of the design process 
include resistance reduction, lower hydrodynamic noise, 
minimal bow wave height, and the reduced amplitude 
and acceleration of particular motions. In addition, ship 
designers may also be interested enhancing certain quan-
tities related to the engine power or to the maintenance 
costs. Unfortunately, the improvement of a specifi c 
aspect of the global design usually causes the worsening 
of some others, and the best approach is not to combine 
all the objectives into a single one (so-called scalariza-
tion) but to keep the multicriteria nature of the problem 
and to rely on the Pareto optimality concept.17

Furthermore, real-life ship design problems are non-
linear and also nonconvex. Indeed, the enforcement of 
nonlinear constraints generally leads to a nonconvex 
optimization problem, i.e., the feasible solution set might 
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be a nonconvex set, often composed of the sum of 
disconnected nonconvex subsets, therefore excluding 
the possibility of using local optimization algorithms. 
Instead, a correct solution approach must adopt a global 
optimization scheme, since a local optimization algo-
rithm cannot jump across the gaps created by the non-
linear constraints to reach more promising feasible 
regions of the design space. In addition, local optimizers 
can also be easily trapped by suboptimal solutions that 
may be rather close to the starting point (i.e., the initial 
design).

For these reasons, our focus is on the development of 
global multiobjective optimization procedures for ship 
design, with an approach similar to the strategy pre-
sented in Campana et al.1 for single-objective problems. 
Two SBD environments are fi nally developed, involving 
the combination of fl ow simulation, geometry modeling, 
and optimization scheme required for the design of 
complex systems. All the functional components needed 
to support SBD are described. The CFD analysis tools 
are two high-fi delity, free-surface Reynolds-averaged 
Navier–Stokes (RANS) equation solvers, namely 
CFDSHIP-Iowa18,19 and MGShip,20 classifi ed in the 
Gothenburg 2000 workshop as the best two codes for 
the DTMB Model 5415 test case.21 Indeed, the use of a 
RANS equation solver is essential in the present design 
problem, in which specifi c fl ow features related to sonar 
dome vortices and the wet-transom stern must accu-
rately be predicted. The two SBDs differ also in terms 
of the multiobjective optimization strategy: one explores 
the capabilities of the parallel-computing-based multi-
objective genetic algorithm (MOGA), whereas the other 
is based on a derivative-free uniform covering (UNICO) 
approach, coupled with a variable-fi delity technique. 
The geometry modeling and modifi cation method is also 
different in the two SBD environments. In order to eval-
uate the relative performance of the methods and the 
validity of the results, optimizations were performed on 
the surface combatant DTMB Model 5415, allowing the 
entire hull form to be modifi ed. Real-life constraints 
were enforced during the optimization to provide realis-
tic optimal designs.

Finally, to assess the success of the optimization 
process, a dedicated experimental campaign was carried 
out on both the original and the optimized models. The 
experimental data were used in a validation procedure 
recently proposed by Campana et al.1 and based on the 
analysis of the trend of the objective function to be mini-
mized. This procedure represents an extension of the one 
proposed by Stern et al.22 and Wilson et al.23 for single 
numerical simulation and builds on the validation 
approach24 for trends by adding verifi cation consider-
ations. Indeed, due to the inherent uncertainties in simu-

lations and experiments, the success of an optimization 
process is more appropriately based on trends than 
absolute values. The results reported below demonstrate 
the success of both SBD environments.

2 CFD-based multiobjective optimization methods

The CFD-based optimization methods for shape design 
consist of three main components (Fig. 1), i.e., a method 
to solve the nonlinear programming (NLP) problem, a 
geometry modeling method, and a CFD solver used as 
an analysis tool to return the value of the objective func-
tion and of functional constraints. In the present study, 
two approaches are investigated for each component. 
These are the MOGA versus the derivative-free UNICO 
with variable-fi delity approaches, computer-aided 
design (CAD)-based versus CAD-free surface modeling 
approaches, and two-leading RANS codes that were 
discussed in the Gothenburg 2000 workshop,21 i.e., 
CFDSHIP-Iowa versus MGShip. Finally, with these 
elements, two different multiobjective optimization 
methods were realized. The components are basically 
extended version of those used in Campana et al.1 for 
the present application of multiobjective optimization. 
Some details have already been described by Campana 
et al.1, and so only an overview and the new features are 
described here.

2.1 Optimizers

Shape design optimization is typically formulated in the 
framework of a NLP problem. For a general expression 
of an N-objective function optimization problem in ship 
hydrodynamics, the mathematical formulation assem-
bles all the design variables x1, x2,  .  .  .  , xM in a vector
 
�
x = (x1, x2,  .  .  .  , xM)T belonging to a subset c of the M-
dimensional real space ℜ, i.e., x ∈ c � ℜ (upper xu

i and 
lower xl

i bounds are typically enforced onto the design 

Opt imizer

Geometry and gr id 
manipula t ion   

CFD

Fig. 1. Basic elements of a computational fl uid dynamics (CFD)-
based optimization environment
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variables). The objective of the optimization 
�
F  = (F1, 

F2,  .  .  .  , FN)T and the equality and inequality constraints 
h and g are functions of the design variables 

�
x  and of 

the state of the system 
�
u (
�
x ). A general form for con-

strained NLP problems is then used to fi nd the particular 
vector x̃ in the subset c which solves the following:
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where Fn and Rn are the Froude number and the Reyn-
olds number, respectively. The physical state of the 
system is numerically evaluated by solving a system 
of partial differential equations of the general form 
A(
�
x , 
�
u (
�
x )) = 0, e.g., RANS equations in the present 

study. In the following analysis, two alternatives to 
solving the above NLP problem are described.

Optimizer-A: multiobjective genetic algorithm (MOGA) 
approach

The adopted scheme is an extended genetic algorithm 
(GA) for multiobjective optimization problems, i.e., 
MOGA.25–27 The basic procedure follows that of a GA, 
as illustrated in Fig. 2, i.e., (i) generation of an initial 
population of individuals in a random manner; (ii) 
decoding and evaluation of some predefi ned quality cri-
terion, referred to as the fi tness f; (iii) selection of indi-
viduals based on a probability proportional to their 
relative fi tness; (iv) crossover and mutation. The steps 
(ii) through (iv) are repeated for the designated number 
of generations. For crossover and mutation operations, 
the ratios must be given as system parameters.

The extension of GA to MOGA is straightforward. 
The main goal is to detect a uniformly distributed 
globally Pareto-optimal front set, which is defi ned thus: 
the nondominated set of the entire feasible search space is 
the globally Pareto-optimal set.27 In order to make the 
conditions of Pareto optimality mathematically rigor-
ous, we state that a vector 

�
x  is particularly less than

  
�
y , symbolically 

�
x  < P

�
y , when the following condition 

holds: (
�
x  < P

�
y ) ⇔ (∀i)(xi ≤ yi) ∧ (∃i)(xi < yi). Under 

this circumstance, we say that point 
�
x  dominates point

 
�
y. If a point is not dominated by any other, we say that 

it is nondominated, or noninferior. The basic defi nition 
is used to fi nd noninferior points in MOGA in associa-
tion with the Pareto-ranking technique in the present 
study. At each generation, higher fi tness f0 is given to 
individuals of higher Pareto ranking RP (see Fig. 3 for 
the two-objective function case), i.e., f0 = 1/RP. The func-
tional constraints are accounted for by using a penalty 
function approach, which artifi cially lowers the fi tness if 
the constraints are violated and is expressed as:

Evaluate: 
 

START 

Decode and Evaluate 
Individuals 

Crossover and Mutation 

Selection 

Gen. = Gen.Termination ? 

STOP 

Yes 

No 
Paralleled  

Generate Initial 
Population 

mfff ,.....,, 21

Fig. 2. High-performance parallel-computing architecture for 
multiprocess genetic algorithm. Gen., generation

F1

F2

RP=1

RP=2 RP=3

RP=4

Fig. 3. Pareto ranking (Rp) operation used in multiobjective 
genetic algorithm (MOGA) optimizer-A
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where r is a penalty parameter.
The present GA and MOGA schemes can be used in 

both serial- and parallel-computation modes. The 
authors developed parallel GA and MOGA by intro-
ducing a message-passing interface (MPI) protocol,1,28,29 
and demonstrated single- and multiobjective optimiza-
tions. The paralleled part of the algorithm is indicated 
in Fig. 2, i.e., processor 0 controls the overall GA pro-
cedure, and processors 1 through m, where m is the 
population number, simultaneously execute the CFD 
method, i.e., evaluate f in the fi gure. It was shown in 
earlier work29 that the present parallel MOGA indicates 
satisfactory results, e.g., the introduction of a parallel 
architecture effectively enhanced computational speed 
and the accuracy was found to be equivalent to one of 
the advanced derivative-based multiobjective optimiza-
tion schemes.

Optimizer-B: uniform covering (UNICO) approach with 
variable fi delity

This scheme belongs to the class of deterministic opti-
mizers and to the family of covering methods with some 
features similar to adaptive clustering covering.30 Apart 
from those special cases in which a specifi c knowledge 
on the objective functions is available (e.g., they are 
convex or monotonically decreasing), the solution of the 
optimization problem requires an exhaustive exploita-
tion of the design space. This usually involves a two-
phase approach: on one hand, a global search identifi es 
suitable subsets where promising candidates of global 
minima (supposed to exist) are confi ned. Then, an effi -
cient local search provides accurate approximations of 
each candidate by exploring the corresponding subset. 
Thus, the resulting algorithm includes the computational 
burden of both the global and the local phase. UNICO 
is essentially based on a uniform search of the design 
parameter space. The algorithm consists of two main 
stages: (i) a global exploration of the design space, trying 
to locate optimal regions where attractive solutions 
might be found and (ii) a local refi nement phase, where 
best confi gurations (according to a decision maker) are 
grouped in clusters and then locally optimized with a 
multiobjective gradient-based technique. In order to 
reduce the computational burden, the use of a metamodel 
(see, for example, Peri and Campana8,9 and Paterson 
et al.19) and of the variable-fi delity concept is adopted.

The main steps of the algorithm may be summarized 
as follows:

 1. Initial exploration of the design space. An orthogonal 
array technique31 is adopted for the initial explora-
tion of the design space and trial points are 
distributed.

 2. Model identifi cation from CFD results. Trial points 
are evaluated using CFD for the construction of 
metamodels (one for each objective function, see, for 
example, Peri and Campana10).

 3. Search in the design variable space. New trial designs 
are distributed in the design variable space by 
using a uniformly distributed sequence in multi-
dimentional parameter space known as LPt 
sequence.32

 4. Derive the feasible set. Enforcing the geometrical 
(e.g., box constraints on the body plan) and func-
tional constraints (e.g., ship stability), a large part 
of these trial points is eliminated. Only the feasible 
solutions are stored and the feasible set is derived.

 5. Identify the Pareto front. Analyze all the feasible 
solutions using the metamodels and fi nd all the solu-
tions belonging to the Pareto front.

 6. Adopt a decision maker. Select a strategy to order the 
designs and fi nd the dominating solutions.

 7. Local refi nement. The best solutions are taken as the 
initial point of a multiobjective gradient step based 
on the metamodels (or with a scalarization of the 
problem, according to the decision maker choice).

 8. Verifi cation. The best solution is evaluated using 
high-fi delity CFD solvers. The new solution will be 
added to the metamodel for its improvement.

 9. Clustering. Pareto solutions are then clustered around 
dominating solutions identifi ed by the decision 
maker and a reduced number of sets is obtained.

10. Refi nement. A refi nement step is taken, distributing 
new trial designs around the center of the clusters: 
new trial designs are uniformly distributed with 
smaller LPt grids centered around the clusters.

11. Iteration. Go to step 4 until no more regions of 
attraction are founded.

12. Final local search. Finally, the best solution is locally 
optimized using the variable fi delity technique 
reported in Campana et al.1

At step 9, several clustering techniques may be adopted 
(see, for example, Törn and Žilinskas33). To reduce the 
computational costs involved in the evaluation of the 
gradient components during the local optimization 
phase, the variable-fi delity approach is important. 
Indeed, the use of high-fi delity models is expensive in the 
iterative optimization procedure. On the other hand, the 
use of corresponding lower-fi delity models alone does 
not guarantee improvement to a higher-fi delity design. 
The idea of using computational models of varying fi del-
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ity has a long history in engineering design, and more 
details are given in Campana et al.1

On the other hand, the LPt grid approach is a rational 
way to uniformly distribute points inside a prescribed 
portion of the design space. A sequence of points uni-
formly spaced is easily determined by using tabular data 
reported in Statnikov and Matusov.32 The criteria gov-
erning the choice of the position of the sampling point 
in space, and the tabular data as well, is that for every 
prescribed volume (smaller than the analyzing region) 
placed into the investigated portion of the design space; 
the number of included points do not change with the 
position of the control region. The limitations coming 
from the tabular data32 are: space dimension less than 20 
and number of points less than 65 536. These limits are 
fully compatible with the class of problems we are going 
to solve.

2.2 Geometry and grid manipulation

Tools for geometry modeling (and its necessary sequel, 
automatic grid deformation) are another relevant SBD 
component. An effi cient and fl exible way to modify the 
geometry of the body is necessary for a full investigation 
of the design variable space and a successful optimiza-
tion. Techniques should be versatile enough to describe 
a broad variety of complex three-dimensional (3D) con-
fi gurations and be suffi ciently compact so as to use as 
few variables as possible. Once the optimization algo-
rithm obtains the vector with the new design variable 
values, we have to spread the deformation over the body 
surface and the computational volume grid. Flexible 
methods are the superposition of several basic forms 
(morphing techniques) or the expansion/reduction of 
basic geometry. Another capable method for geometry 
modeling is through application of CAD systems. In the 
present study, two approaches are investigated, i.e. a 
CAD-based approach and an additive perturbation 
(CAD-free) method.

Geometry method-A: CAD-based approach

To modify the ship geometry, a CAD-based hull form 
modifi cation method was adopted. Two approaches are 
possible, i.e., CAD direct control and CAD emulation 
approaches. Both approaches were successfully demon-
strated by the present authors.1,3,5 In the present work, 
the CAD emulation approach is used. As shown in Fig. 
4, a module is implemented in order to emulate CAD 
operation handling with mathematical surface modeling. 
This approach offers an advantage over the CAD direct 
control approach for complete independence from the 
CAD system, i.e., designers are able to use any CAD 

system and give/receive initial/optimized hull form geom-
etry in initial graphics exchange specifi cation (IGES) 
format data. For example, the nonuniform rational B-
spline (NURBS) is widely used in CAD systems for hull-
form design as IGES entity 128. A NURBS surface is 
mathematically given by:
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where u and v are parameters; Ni,p and Ni,q are normal-
ized B-spline basis functions of degree p and q in the u 
and v directions, respectively; Pi,j are location vectors of 
the control points; and wi,j are weights. Finally, the 
surface is defi ned by (n + 1) × (m + 1) control points, 
weights, and knot vectors of n + p + 2 and m + q + 2 ele-
ments in the u and v directions, respectively. A modifi ed 
surface is defi ned in correspondence to new location 
vectors Pn, so that:

P P Pi j
n

i j
o

i j, , ,= + δ  (4)

where Po and d P are the original and displacement loca-
tion vectors. d P can be the design variables of the opti-
mization problem.

Geometry method-B: CAD-free approach using free 
form deformation (FFD)

With this approach, the use of CAD or parameterization 
of the hull surface is avoided and the deformation of the 
shape is defi ned and controlled by using a few control 

Opt imizer

IGES Cont rol CFD

Design  Var .

Const ra in t
Funct ion

Object ive 
Funct ion

Surface
Gr id Genera t ion

CAD

C A 

B 

Fig. 4. Implementation of computer-aided design (CAD)-based 
hull form modifi cation in the optimization environment. IGES, 
initial graphics exchange specifi cation
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points, much fewer than the number of nodes used for 
the discretization adopted in the fl ow analysis. Mesh 
movement through the optimization cycles is enforced 
in an explicit and simple way: details can be found in 
Sederberg and Parry.34 The original ship geometry, 
usually given in a CAD format (IGES fi le), is easily 
translated into a standard ASCII format (e.g., plot3d) 
that constitutes the input for the optimization code. The 
fi nal geometry (the output of the optimization code) is 
easily translated back into the IGES format, ready for 
the milling machine. The fi rst step of the procedure is to 
modify the hull surface according to the needs of the 
optimizer. The selected portion of the ship hull to be 
modifi ed is embedded into a control region and its defor-
mation, obtained by moving a limited number of control 
points, is obtained by moving the ship hull points to 
form the computational grid with a prescribed law. The 
number and position of the control points, as well as the 
portion of the ship subject to a shape modifi cation, can 
be changed in an easy and fl exible way, depending onto 
the details of the assigned problem. Figure 5 illustrates 
hull defi nition through application of this approach. 

Once the ship surface is modifi ed, the same volume grid 
regeneration technique is used as in CAD-based 
approaches.

The underlying idea is not to model the body’s shape 
with Bezier surfaces (this will lead to inevitable problems 
when dealing with nonsmooth objects) but just to model 
the deformation d k of the original shape x0. The follow-
ing polynomial curve in 1D space:
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is a Bezier curve of degree n. Here t is the parameter, 
varying from 0 to 1, adopted for the parametric expres-
sion of the curve, and pi is the ith weight of the polyno-
mial curve, n being also the number of control points of 
the curve. Two such polynomials may be adopted in 
order to defi ne a curve in 2D space: in this case, two 
different sets of parameters pxi and pyi represent the 
position of the control point of the Bezier curve in 2D 
space, and the equation of the curve will be expressed in 
the parametric form:
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A Bezier surface in 3D space comes from an extension 
of the Bezier curve by cross product. Here a single 
parameter is no longer suffi cient for the surface descrip-
tion, and a structured grid of control points in 3D space 
is required for a generic representation of the surface. 
This leads to the expression:
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where t and s are the parameters for the parametric 
expression of the surface, and px, py, and pz are the n × 
m matrix of the control point coordinates. Based on this 
framework, a deformation tool was proposed by Seder-
berg and Parry,34 in which a further space extension of 
the Bezier polynomial curve was adopted. Here the 
expression of a scalar function v(t, s, q) inside a unit cube 
is given:

Fig. 5. Free form deformation (FFD) is the adopted strategy for 
hull parameterization in geometry method B
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Once a parallelepiped is located in 3D space, the param-
eters for the parametric expression (t, s, q) are easily 
obtained by nondimensionalizing the physical coordi-
nates. Three different functions, representing the defor-
mation to be applied along the three directions of 
Cartesian space, can be adopted in order to enforce a 
complete modifi cation of the space originally located 
inside the parallelepiped, along all three dimensions: a 
deformation vector is obtained this way. As a conse-
quence, if dk is the deformation vector computed in cor-
respondence to the grid point xk, the new position xk for 
that grid point is obtained by:

ξk k kx d= +  (9)

The number and position of the patches and number 
of control points per patch can be changed, depending 
on the details of the assigned problem. Some control 
points can be frozen or can be forced to move jointly 
with other control points. Applications of this method 
can be found in the report by Peri and Campana.8

Grid manipulation

Once the ship surface is modifi ed, the volume grid around 
the hull should change accordingly with a simple adap-
tive algorithm. The same grid manipulation is used in 
association with both methods. During the optimiza-
tion, the grid is updated at every optimization cycle as 
the hull form is modifi ed. If a structured grid system is 
used, this is accomplished by the use of an algebraic 
scheme to increase the computational effi ciency. A 
similar approach was used previously by the authors;2,4,8 
however, a more simplifi ed scheme was found to be 
effective in the present study. The method is described 
in the following. After an initial grid is generated, the 
geometrical information is computed and stored in 
memory as follows:
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where P, Q, and R are grid clustering and stretching 
functions defi ned in the (x1,x2, x3) directions, respectively. 
More specifi cally, they are normalized metrics of (x1, x2, 

x3) coordinates, such that 0 ≤ Si ≤ 1, and Si = 0 and 
Si = 1 for xi = 1 and xi = x i

max, respectively. The grid points 
for the original geometry are already defi ned in compu-
tational coordinates, i.e.,
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and the hull surface is expressed as:
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where x2 is taken to be the direction normal to the 
surface, and values with subscript 0 and m correspond 
to the original and modifi ed hull surfaces. The grid 
points at the outer boundary are fi xed and are given 
by:
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In the optimization procedure, the hull surface is 
modifi ed but other computational boundaries. In earlier 
work,2,4 all grid points were relocated using P, Q, and R 
when the surface was modifi ed, and an iterative approach 
was used to complete the procedure. On the other hand, 
a simpler grid relocation method can be applied if the 
modifi cation is assumed to occur at the local scale, i.e., 
the method is based on Q only and is simply written 
as:
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Although this method is relatively simple and straight-
forward, it was found able to maintain the grid quality 
at a level nearly equal to that of the original approach.

2.3 CFD methods

For an advanced fl uid dynamic redesign of an existing 
vehicle on the base of its drag, accurate fl uid dynamics 
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analysis tools are necessary for guiding the optimizer 
toward improved solutions. In the present study, both 
for the evaluation of the objective function (total resis-
tance RT) and of the functional constraint on the sonar 
dome vortices, the use of the free-surface RANS equa-
tion solver, whose degree of reliability has constantly 
matured in recent years, is necessary. Two fundamental 
parameters (neglecting surface tension effects) come into 
play in these simulations, i.e., Fn and Rn.

The Gothenburg 2000 international workshop dealing 
with the numerical prediction of the turbulent fl ow 
around ships focused on testing three modern hull forms, 
among which the DTMB Model 5415 was selected to 
represent navy designs. Verifi cation and validation pro-
cedures were performed and the workshop showed that 
total resistance, wakes, and free-surface waves might 
now be well predicted by some of the best codes. 
CFDSHIP-Iowa18 and MGShip,20 the two analysis tools 
adopted in this study, were identifi ed as the best two 
codes for the DTMB 5415 tests case.21

CFD Method-A: CFDSHIP-Iowa

CFDSHIP-Iowa version 3.02 (for more details see 
Wilson et al.18 and Tahara et al.28) solves RANS equa-
tions for unsteady, three-dimensional, incompressible 
fl ow by using the higher-order upwind difference method, 
a projection method for velocity–pressure coupling, and 
the method of lines. The grid is updated at each time step 
to conform to both the body and free surfaces, where 
exact nonlinear kinematic and approximate dynamic 
free-surface boundary conditions are imposed. The k-w 
turbulence model is used to effect the closure. This code, 
as well as the code mentioned below, was successfully 
applied to predict resistance and wave and fl ow fi elds 
around the surface combatant at the Gothenburg 2000 
workshop.18 More information on this code can be found 
in the literature cited.

CFD Method-B: MGShip

Another free-surface RANS solver is referred to as 
MGShip.20 MGShip is a multigrid (FASFMG) multi-
block structured grid code that solves the RANS equa-
tions. The version adopted here uses a surface-fi tting 
approach to compute the wave pattern. The mathemati-
cal model is based on a pseudocompressible formulation 
of the RANS equations, approximated in the discrete 
formulation by a fi nite volume technique. A second-
order essential non oscillating (ENO)-type scheme was 
adopted for nonviscous terms, while viscous fl uxes were 
computed by a standard centered fi nite volume approxi-
mation. MGShip has been extensively validated and is 

currently used by the Italian Navy, as well as by the 
marine and aeronautical industries, for hydrodynamic 
and aerodynamic simulations. More information on 
MGShip may be found in the literature cited.

Approximation methods for CFD data: metamodels

For CFD method-B, metamodels are used to approxi-
mate CFD data. An overview of the approach is given 
in the following. In order to reduce the effort of the 
optimization task, an analytical surrogate model is 
adopted instead of the CFD model. Because this surro-
gate model is based on the CFD model analysis, this is 
a model of a model: as a consequence, these tools are 
usually named metamodels. The technique is divided into 
two different steps: in a fi rst phase, a uniform sampling 
of the design space is performed, and the results coming 
from the CFD model are stored. The sampling data are 
usually called the training set, because the metamodel is 
trained using these data. Second, the metamodel is 
derived using the data from the training set. It is now 
evident how two different issues come from the two 
phases: (1) the distribution of points in the design space 
is to be determined, as is (2) the scheme for the approxi-
mation/interpolation of the training set.

In this work, an orthogonal array31 was applied for 
the selection of the training set. An orthogonal array is 
a subset of the points coming from a regular subdivision 
of a hypercube surrounding the design space. Points to 
be discharged are selected by orthogonality criteria of 
the remaining points. With this technique, a large number 
of points are eliminated, but the completeness of the 
exploration of the design space is preserved. Regarding 
the adopted metamodel, a really wide choice is available, 
starting from a simple quadratic model up to a multi-
layer neural network. In this application, a radial basis 
function network (RBFN) was selected. An RBFN has 
the form:

f x i i
i

N

( ) = ( )
=
∑σ ϕ ρ

1
 (15)

Where ϕ is a function of the distance between the 
computation point and a prescribed point in the design 
space (the center of the radial basis function ϕ) and 
si represents the weight of the ith function. As a 
consequence, the unknowns in the problem of the deter-
mination of the optimal RBFN are the positions of the 
centers and the weights. If a least-squares approach is 
adopted for the determination of the weights, the total 
number of unknowns is N × NDV, if N is the number 
of poles of the RBFN and NDV is the dimension of the 
design space. A conjugate gradient method was applied 
for the determination of the optimal positions of the 
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centers. Details may be found in Lampariello and 
Sciandrone.35

2.4 Integration of optimization components and 
SBD environment

Finally, the above-mentioned optimization components 
are integrated to yield two optimization approaches, i.
e., SBD-A and SBD-B. Optimizations using these envi-
ronments have been demonstrated at OPU and INSEAN, 
respectively. In the following sections, these approaches 
are summarized in association with additional informa-
tion regarding the SBD environment.

SBD version A

SBD-A uses MOGA, the CAD-based and grid manipu-
lation method, and CFD-SHIP Iowa RANS solver 
version 3.02. For the present application, the CAD emu-
lation type was selected for the geometry method. The 
integrated system also involves the ship motion program 
(SMP),36 based on a strip theory approach (for an outline 
of the approach, see for instance, Newman37), to evalu-
ate the response amplitude operators (RAOs), which are 
part of the objective functions and constraints described 
later. The computations were performed on a 64-CPU 
PC cluster (Intel Xeon 2.4 GHz × 64) which was recently 
designed by the authors and installed at OPU.28

SBD version B

In the present version of SBD-B, the optimizer adopts 
the variable-fi delity approach. SBD-B comprises UNICO 
with a variable-fi delity approach, the FFD with grid 
manipulation described above, and the MGShip RANS 
solver. As was done in SBD-A, the SMP code was used 
to evaluate the heave and pitch RAOs. The computa-
tions were performed on an Intel Xeon processor 
(2.8 GHz).

3 Surface combatant entire hull optimization problem

For the complete defi nition of the design problem to be 
solved, the following fundamental items must be pre-
cisely addressed: (1) selection of an initial design to be 
optimized and of the extension of the modifi able region, 
(2) selection of the objective function to be minimized 
plus the number and position of the design variables, 
and (3) the type and quantity of the constraints of the 
problem. All these items are described in the following 
sections.

3.1 Initial design

The initial design is Model 5415, which was conceived 
as a preliminary design for a Navy surface combatant in 
around 1980. The hull geometry, available in IGES 
format, includes both a sonar dome and transom stern. 
Propulsion is provided through twin open-water propel-
lers driven by shafts supported by struts. There is a large 
experimental fl uid dynamics (EFD) database for Model 
5415 due to an international collaborative study on 
EFD/CFD and uncertainty assessment between IIHR, 
INSEAN, and the Naval Surface Warfare Center, Car-
derock Division (NSWC).38 The validation data includes 
the boundary layer and wake, longitudinal wave cuts, 
bow and transom wave fi elds, and wave breaking. In the 
present study, the bare hull is considered.

3.2 Objective function and functional and 
geometrical constraints

A complete defi nition of the problem, the objective func-
tion and constraints, is given in Table 1. These are basi-
cally the same as those used in the previous single-objective 
optimization,1 except for extra objective functions newly 
defi ned in the present study. Three objective functions 
are considered, i.e., (i) the total resistance RT at a speed 
of Fn = 0.28 and Rn = 1.67 × 107 at model scale, (ii) the 
seakeeping merit function (SMF) for Fn = 0.28, and (iii) 
SMF for Fn = 0.41, all of which are minimized. The SMF 
is defi ned as F = 0.5xo

3/xp
3 + 0.5xo

5/xp
5, where subscripts 3 

and 5 correspond to peaks of the heave and pitch RAOs 
for head seas for l* ≥ 0.4, respectively, and superscripts 
o and p to optimized and parent hulls, respectively. To 
introduce elements of a realistic design problem, xo

3/xp
3, 

xo
5/xp

5, and a function of the axial vorticity in a region 
behind the dome are chosen as functional constraints. 
Geometrical constraints are imposed on the design vari-
ables, the sonar device volume, the bow entry angle, and 
the displacement and principal dimensions of the ship. 
More details are given in Table 1. It must be noted that 
we basically use the same constraints as those used in 
our earlier work for a single-objective optimization,1 so 
that relative comparison of the results with the present 
multiobjective optimization is possible.

3.3 Defi nition of design variables

The design variables are used to explore the design 
space, and changes in their values correspond to differ-
ent ship designs. As a consequence, these variables are 
closely connected with the specifi c technique adopted to 
modify the geometry of the ship and the computational 
mesh.
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For SBD-A, displacements of the NURBS control 
points in geometry method-A (CAD-based approach) 
can be the design variables of the optimization problem. 
In this approach, the design actions of widely used CAD 
tools are emulated, so that the control points that defi ne 
the bow, sonar dome, and mid-after part of hull are 
moved in confi ned directions. That is, control points for 
the bow part move in the transverse direction only, those 
for the sonar dome move in transverse and longitudinal 
directions, and the mid-after part of hull moves in the 
transverse direction only. These regions are shown in 
Fig. 4 as regions A, B, and C, respectively. Control 
points are adequately grouped in order to avoid unreal-
istic shape modifi cation. All points in a group move with 
equal displacement in the same direction. Therefore, 
the above-mentioned design actions are related to 
four design variables, which control the present hull 
modifi cation.

For SBD-B, the control points of the patches used in 
the FFD method are the design variables of the optimi-
zation problem. For the hull shape parameterization, six 
design variables were used: one for the side modifi cation 
of the dome, one for the longitudinal modifi cation of the 
dome, and four for the side modifi cation of the whole 
hull.

In previous work,1 the defi nition and number of design 
variables needed to introduce an effective surface-
modeling scheme based on computational geometry 

were carefully investigated. It was found that even if a 
relatively small number of design variables are used, 
with effective grouping of control points, it is still possi-
ble to yield suffi ciently large and realistic changes in the 
hull form. On the other hand, having too many design 
variables often yields unrealistic hull forms. Considering 
this, we decided to pursue a somewhat conservative but 
more realistic way of modifying the hull form by using 
a limited number of design variables.

4 Verifi cation and validation (V&V) approach for SBD

In the use of CFD methods, an uncertainty assessment 
should be provided for the solutions and computational 
grid. CFD uncertainty assessment consists of verifi ca-
tion, validation, and documentation.22,23 For CFD-based 
optimization, an additional procedure is necessary to 
validate the optimizer as a whole, involving perfor-
mance’s trends rather than their absolute values.1 The 
approaches used in the cited references are followed 
here, and an overview of the approach is given in the 
following sections.

4.1 V&V approach for single numerical simulations

Simulation uncertainty US is divided into two compo-
nents, one from the numerics USN and the other from the 

Table 1. Defi nition of objective functions and constraints

Type Defi nition Notes

Three objective functions: 
 resistance (1) and 
 seakeeping (2)

F1 = RT (Fn, Rn)

F
o

p

o

p2
3

3

5

5

0 5 0 5= +. .
ξ
ξ

ξ
ξ

 at Fn = 0.28

F
o

p

o

p3
3

3

5

5

0 5 0 5= +. .
ξ
ξ

ξ
ξ

 at Fn = 0.41

x ∈ RN
dv

Bare hull, fi xed model
Resistance at Fn = 0.28 and 
 Rn = 1.67 × 107

Seakeeping at Fn = 0.28 and 0.41

Functional constraints On seakeeping
HC

o

p= ≤
ξ
ξ

3

3

1 02.

PC

o

p= ≤
ξ
ξ

5

5

1 02.

All quantities computed for 
 l* ≥ 0.4

On sonar dome vortices
1

1
1

2

2

N

N

i R
x
o

i
i

N

x
p

i
i

N
C

ω

ω

( )

( )
≤ ∀ ∈

∑

∑
,

RC is a circular region placed at 
 x = −0.30, centered at 
 y = 0.02, z = −0.07, with 
 radius r = 0.018.

Geometrical constraints Bow entry angle Maximum amplitude variation of 5° 2.5° per side
Sonar dome dimension A sonar array of radius Rs and height 

 Hs should fi t inside the dome
Hs = 3 m, Rs = 5 m in ship 
 length

Sonar dome position Maximum forward position
Main dimensions LPP and depth fi xed
Displacement Maximum variation ±2%

x3, peak heave response amplitude operator (RAO); x5, peak pitch RAO; o, optimized; p, parent; RC, circular control region
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modeling USM. USN is estimated for both point and inte-
gral quantities and is based upon grid and iteration 
studies, which determine grid USG and iterative USI 
uncertainties. The former is evaluated by multiple grid 
studies and the latter can be taken from variation of 
the last period of oscillation. A root sum square (RSS) 
approach is used to combine the components and to 
calculate USN, i.e., U2

SN = U2
SG + U2

SI. For CFD validation, 
uncertainties from both the simulation (USN) and EFD 
benchmark data (UD) are considered. The fi rst step is to 
calculate the comparison error E, which is defi ned as the 
difference between the data D (benchmark) and the sim-
ulation prediction S, i.e., E = D − S. The validation 
uncertainty UV is defi ned as the combination of UD and 
the portion of the uncertainties in the CFD simulation 
that are due to numerics USN and which can be estimated 
through verifi cation analysis, i.e., U2

V = U2
D + U2

SN. UV sets 
the level at which the validation can be achieved. The 
criterion for validation is

E U< V  (16)

that is, the combination of all the errors in D and S is 
smaller than UV and then validation is said to have been 
achieved at the UV level. The above-described V&V 
approach for a single numerical simulation was accepted 
as a standard procedure and practiced in recent CFD 
workshops (for example, see Larsson et al.21).

4.2 V&V approach for CFD-based optimization

We defi ne SP and SO as the numerical simulation value 
of the parent and the optimized designs, respectively, 
and defi ne the corresponding simulation uncertainty as 
USP and USO and the simulation numerical uncertainty as 
USNP and USNO. We also introduce DP as the experimental 
data for the parent hull and DO as the data for the opti-
mized design, both with an associated experimental 
uncertainty UDP and UDO. We also defi ne ΔS = SP − SO 
and ΔD = DP − DO as the expected ΔS and the measured 
ΔD differences between the two hulls. Obviously, if the 
problem is one of minimization of some objective func-
tion, ΔS > 0 and ΔD > 0 imply improvements of the fi nal 
shape with respect to the parent hull. To estimate the 
simulation error of the optimization process, we can 
build on the analysis presented in the previous section, 
decomposing the simulation error into a numerical and 
a modeling component. Assuming that the modeling 
errors for the parent hull and the optimized design are 
equal, fi nally, the following procedure for the V&V 
approach for CFD-based optimization is derived.

Verifi cation of the trend. With reference to the uncer-
tainties, we now need a condition that states that if the 
expected improvement ΔS is greater than the simulation 
numerical noise UΔS, then the optimized design is numeri-
cally verifi ed. This can be written:

Δ ΔS S SP SO SNP SNO> = +( ) = +( )U U U U U2 2 1 2 2 2 1 2
 (17)

Validation of the trend. In a similar manner, if the 
improvement measured in the experiment, ΔD, is greater 
than the experimental noise UΔD, then the optimized 
design is experimentally verifi ed:

Δ ΔD DP DO D> +( ) =U U U2 2 1 2
 (18)

Optimizer’s validation. The defi nition of the compari-
son error E has now to be modifi ed into an optimizer 
error, EΔ, focused on the trend. Hence, EΔ can be defi ned 
as the difference between the measured and the expected 
improvements, ΔD and ΔS: EΔ = ΔD − ΔS. The correspond-
ing uncertainty equation is:

U U U UE D SNP SNOΔ Δ= + +( )2 2 2 1 2
 (19)

The last step is to state that if the difference between the 
measured and the expected improvements is less than the 
uncertainty UEΔ, that is:

E UΔ Δ< E
 (20)

we may fi nally say that the optimized solution is vali-
dated at the interval UEΔ.

4.3 V&V for the present SBD for total resistance 
minimization

The above-described procedure was performed for the 
present SBD for total resistance (RT) minimization,1 in 
which the DTMB 5415 bow optimization was consid-
ered. The information is useful in evaluating the pre-
sent multiobjective optimization, since the same CFD 
methods and computational grid topology and density 
are used to evaluate RT, defi ned as F1, one of the multi-
objective functions in the present study. In particular, 
results related to the above-mentioned simulation 
numerical uncertainty are considered valid in the present 
application. Hence, a summary of the results is given in 
the following.

The experimental campaign used an existing model of 
DTMB 5415: the INSEAN 2340 model already adopted 
in former experiments.38 Tank tests were carried out in 
towing tank no. 2 at INSEAN, and the new models were 
tested in the same basin. The success of the optimization 
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processes was nicely confi rmed by the experimental mea-
surements. At the design speed of Fn = 0.28, the mea-
sured reduction in the total resistance at model scale was 
about 3.60% for both optimized models. The V&V anal-
ysis, summarized in the following sections and reported 
in Tables 2 and 3, is based on the procedure illustrated 
in the previous section. Initially, the numerical results 
are verifi ed and validated as if they were single, isolated 
simulations (Table 2), then the V&V of the optimization 
is described (Table 3).

For SBD-A, grid convergence was studied by per-
forming steady simulations using three computational 
grids with refi nement 2  in each coordinate direction, 
i.e., fi ne, medium, and coarse grids. The grid sizes of 
those grids were 1 779 648, 654 192, and 238 760, respec-
tively. The predicted value of the DTMB 5415 total resis-
tance reported in Table 2 is S = 45.40 N, very close to 
the experimental data, giving ⏐E⏐ = D − S = 0.65%, while 
for the DTMB 5415-A the estimated total resistance is 
lower than the experimental value, giving ⏐E⏐ = D − S 
= 1.08%. Uncertainties in the data, UD, are 0.29% for the 
original and almost double that for the 5415-A (0.53%). 
In both cases the comparison error E is smaller than the 
validation uncertainty UV, and hence the solution for 
total resistance is validated at the UV level.

Given that SBD-B uses MGShip, a multigrid solver, 
a suite of refi ned grids is naturally available. Four grid 
sublevels were used with a refi nement ratio 2 in each 
coordinate direction, and the three fi nest were used in 
the V&V procedure. The predicted value of the total 
resistance of the parent hull is S = 46.28 N (Table 2), 
with an error of about ⏐E⏐ = D − S = 2.61%. For the 

5415-B, the estimated total resistance is again 
greater than the experimental value, and the error is 
larger, ⏐E⏐ = D − S = 3.25%. Uncertainties in the 5415-B 
data UD are almost equal to those of the 5415. In one 
case (for the original hull) the comparison error E is 
smaller than the validation uncertainty UV, and hence 
the solution is validated at the UV level. The solution is 
not validated at the UV level for the 5415-B model, likely 
due to a combination of factors: a larger error E and a 
smaller grid error, which reduces UV.

The V&V procedure for CFD-based optimization, 
illustrated above, is applied to the present optimization 
results to establish the success of the optimization. The 
expected improvement ΔS estimated by SBD-A is 5.32%, 
whereas the actual improvement ΔD is smaller. However, 
the error EΔ is smaller than the validation uncertainty 
UEΔ and we fi nally may say that the optimized solution 
is validated for the interval UEΔ = 2.89%. SBD-B predicts 
a smaller improvement ΔS of 3.01%; this is, however, 
very close to the actual improvement ΔD. The error EΔ is 
smaller than the validation uncertainty UEΔ, and thus the 
SBD-B optimized solution is validated for the interval 
UEΔ = 3.17%.

5 Multiobjective optimized design and validation

The present optimizations follow a similar procedure to 
that used in previous work,1 i.e., optimizations are per-
formed using a coarse grid, and the results are verifi ed 
using a fi ne grid. As shown in previous work1 and in 
work by others,4–11 this approach effectively reduces the 

Table 2. Verifi cation and validation (V&V) procedure for single numerical simulations relative to an integral quantity (the total 
resistance RT)

RANS solver Model S(N) D(N) E(%) UD(%) USG(%) USN(%) UV(%)

CFDSHIP-Iowa 5415 45.40 45.10 0.65 0.29 2.00 2.00 2.02
5415-A 42.98 43.45 1.08 0.53 2.00 2.00 2.07

MGShip 5415 46.28 45.10 2.61 0.29 2.61 2.61 2.63
5415-B 44.89 43.48 3.25 0.30 1.74 1.74 1.76

RANS, Reynolds-averaged Navier–Stokes; S and D, simulated data and data benchmark values; E, comparison error; U, uncertainty; 
SG, simulation grid; SN, simulation numerics; V, validation

Table 3. The modifi ed V&V procedure for CFD-based optimization applied to the optimization results obtained with simulation-based 
design A (SBD-A) and SBD-B

Optimization process ΔS = SP − SO ΔD = DP − DO UΔS UΔD ⏐EΔ⏐ UEΔ

SBD-A 5.32 3.66 2.83 0.61 1.66 2.89
SBD-B 3.01 3.61 3.14 0.41 0.60 3.17

P, parent hull; O, optimized hull; ΔS, ΔD, differences in value between the parent and the optimized designs
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Table 4. Grids used for uncertainty analysis, optimization, and 
verifi cation

No. of 
grids

Refi nement 
ratio Coarse Fine

CFD-A
CFD-B

3
3

2
2

238 760
253 952

1 779 648
1 712 128

The coarse grid was used for optimization and the fi ne grid was 
used for verifi cation
CFD, computational fl uid dynamics
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individuals (left) and the 
detected Pareto-optimal set 
(right) obtained by simulation-
based design A (SBD-A). F1 is 
the total resistance objective 
function and F2 and F3 are 
seakeeping objective functions

computational effort of CFD-based optimization using 
the resource-intensive RANS equation solver, as long as 
the correct trends are predicted for both grids. The 
number of grids used for the coarse and fi ne grids are 
shown in Table 4. Both optimization and verifi cation in 
SBD-A were carried out with the model in fi xed condi-
tion, where sinkage and trim values measured for the 
original DTMB 5415 at Fn = 0.28 were given. On the 
other hand, SBD-B used free sinkage and trim condi-
tions for optimization and verifi cation.

Simulation-based design A

Optimization was performed at OPU using the scheme 
SBD-A. The system parameters for the GA were basi-
cally the same as those used by Campana et al.,1 i.e., a 
crossover rate of 0.75, a mutation rate of 0.30, and a 
population size of 59. The crossover and mutation rates 
were determined through preliminary numerical tests. 
Due to limitations in the capability of available compu-
tational facilities, the Pareto-front set obtained in 20 
generations is used as the fi nal solution; however, we 
found that a large number of individuals were generated 
during the process (i.e., more than 1000 individuals) and 
these were more than adequate to pursue further analy-
sis. For each generation, the RANS code was executed 

once per processor using the fl ow fi eld of the original 
hull as the initial guess, and 5000 global sweep iterations 
appeared to yield suffi cient convergence. The wall-clock 
time to proceed to 20 generations was about 240 hours, 
i.e., 10 days, using the above-mentioned PC-cluster par-
allel-computing environment. Figure 6 shows the distri-
bution of all individuals and the detected Pareto-optimal 
set, in which 1180 and 113 individuals are included, 
respectively. Each individual on the Pareto-optimal set 
will be a candidate for the designer’s choice.

Figure 7 shows F1-, F2-, and F3-minimum hulls on the 
Pareto-optimal set. The bow and sonar dome of the 
three hulls indicate similar modifi cation trends as those 
found in previous work, i.e., bow and sonar dome opti-
mization for minimum total resistance for Fn = 0.28. 
Differences are seen in the mid-after part, i.e., the 
maximum breadth of the hull is reduced for the F1-
minimum hull, and increased for F2- and F3-minimum 
hulls. All seakeeping constraints were satisfi ed. Finally, 
a hull from the Pareto-front set with a level of RT reduc-
tion equal to that of the SBD-B optimal hull was selected 
(i.e., 5415-A, see Fig. 8).

Simulation-based design B

The optimization process SBD-B was carried out at 
INSEAN. The variable-fi delity approach described 
above was used in order to reduce the CPU time needed.7,8 
The training of the metamodels for the objective func-
tions required 25 sample points, which means 25 calls to 
the CFD solver. After that, 152 further solutions were 
allowed, giving a total number of more than 177 func-
tion evaluations (with CFD). The optimal hull (see 
Fig. 9) is referred to as 5415-B in the following discus-
sions. As shown in Fig. 10, all seakeeping constraints 
were satisfi ed.
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the dome length is increased 
about 11%, and the maximum 
breadth of the mid-after part is 
decreased about 0.7%. The 
bow entry angle is also reduced

5.1 Optimized hulls

Figure 11 shows the bow and sonar dome for the origi-
nal and two optimized hulls. As expected, the two 
optimal hull forms, i.e., 5415-A and 5415-B, are not 
identical (see also Figs. 7–9), but show many similarities 
in terms of their general trends. For both results, the 
important modifi cation trends in the bow region and 
sonar dome are the same, and similar to those in bow 

optimization for minimum total resistance for Fn = 0.28.1 
These trends are (a) the reduction of the maximum 
breadth of the sonar dome, (b) the extension of the 
sonar dome in the forward direction, and (c) reduction 
of the bow entry angle. In addition to these changes, 
the mid-after part of the hull also shows similar modi-
fi cation trends in both models, i.e., the maximum 
breadth of the hull was reduced, but the reduction in 
5415-B was larger.
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Fig. 9. Location of sonar 
device (top and left) and 
comparison of bow shape and 
body plan (top and right) 
between the original and 
optimized hull form for SBD-
B. The sonar space constraint 
is successfully satisfi ed. 
Compared to values of the 
original hull, the sonar dome 
maximum width is reduced 
about 10%, the dome length is 
increased about 14%, and the 
maximum breadth of the mid-
after part is decreased about 
4.5%. The bow entry angle is 
also reduced
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Optimal
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Fig. 10. Comparison of 
seakeeping qualities for the 
SBD-B results. Fn, Froude 
number; l, wavelength; Lpp, 
ship length; x3, x5 heave and 
pitch peaks of response 
amplitude operator for head 
seas for l* ≥ 0.4

Fig. 11. Comparison of bow and sonar dome. Original 5415 (left), 5415-A (center), and 5415-B (right)
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Reductions in the maximum breadth of the dome 
were about 20% and 10% for 5415-A and 5415-B, respec-
tively. The volume reduction for both models is uniform 
along the dome axis and the overall shape of the new 
dome is similar to the original but for the width and the 
length. The extensions of the sonar dome are seen to be 
about 11% and 14% for 5415-A and 5415-B, respectively. 
The reduction of the bow entry angle is also obvious in 
both optimal hulls, and the angles are similar for both. 
Both models satisfy the sonar space constraints, so that 
the sonar fi ts inside the bulb (e.g., see Fig. 9 for 5415-B). 
Table 5 gives the properties of the optimal hulls. The 
reductions in the maximum breadth of the hull are 0.7% 
and 4.5% for 5415-A and 5415-B, respectively. The dis-
placement and wetted surface area are also reduced for 
both models, i.e., those for 5415-A are reduced by 0.92% 
and 0.45%, respectively, and those for 5415-B by 2% and 
0.72%, respectively. Due to the change in the volume 
distribution, the location of lcb is moved slightly back-
ward for 5415-A, while it is kept the same for 5415-B.

5.2 Numerical results and verifi cation

A summary of the results is shown in Table 6. The pre-
diction is that both 5415-A and 5415-B have decreased 
values of RT, i.e., by 5.02% and 3.78%, respectively. The 
seakeeping merit functions (SMFs) also decrease, i.e., 
for Fn = 0.28 they are reduced by 0.9% and 2.35% for 
5415-A and 5415-B, respectively, and for Fn = 0.41 the 
reductions are 0.9% and 1.93%, respectively. As men-
tioned earlier, 5415-A was selected to have an equal level 
of RT reduction as that for 5415-B at Fn = 0.28. This is 
based on the experimental work from a previous report,1 
i.e., the predicted drag reductions of the two hulls are 

estimated to be about 4% (see correlation shown in 
Table 7).

It was found for both results that the reduction 
in SMF was mainly attributable to reduction in the 
maximum heave, while the pitch performance was nearly 
the same as that of the original hull (see Fig. 10 for 5415-
B). Especially for the total resistance, the differences in 
predicted values are larger than the respective USN values, 
which yields the important fact that the improvements 
obtained in the present computations are meaningful.

As was the case for the bow and sonar dome optimiza-
tion for minimum total resistance, reduced total resis-
tance correlates with overall features of the computed 
free surface, which are shown in Figs. 12 and 13. The 
wave patterns for the optimized hulls are globally 
smoother. As is shown in the bow wave profi les in Fig. 
14, for both optimized models the amplitude of the fi rst 
crest is reduced. Figure 15 shows the surface pressure 
distribution; for both optimal hulls, improvements are 
seen in the pressure distribution with reduced low-values 
regions. The pressure varies more gently along the hull 
and pressure gradients are reduced in the modifi ed 
region.

A functional constraint was imposed on the vorticity 
shed by the dome. The same defi nition as that for the 
previous RT minimization was used for the present opti-
mization, i.e., the axial vorticity should not exceed the 
original value. Figure 16 shows the vorticity distribution 
in the control area for the optimal and original hulls. It 
is clearly seen in the results that the constraint has been 
satisfi ed, i.e., the two optimal models reduce the core of 
the main vortex, which appears to be confi ned near the 
body surface. The reduction of dome vortices and the 
above-mentioned height of the bow wave crest are note-
worthy positive side effects resulting from the present 
optimization; the former and latter are more remarkable 
for 5415-B and 5415-A, respectively.

5.3 Experimental validation and V&V approach 
for SBD

The two optimal hulls indicate close similarity in modi-
fi cation trends and hull 5415-B was tested using experi-
mental measurements (see Fig. 17 for the test model). 

Table 5. Properties of the selected optimal hulls for the present 
multiobjective optimizations

Wetted surface Displacement LCB

5415-A −0.45 −0.92 +0.14
5415-B −0.72 −2.00 +0.00

Values are the percentage change from the original hull
5415-A and 5415-B were obtained by using SBD-A and SBD-B, 
respectively
LCB, longitudinal center of buroyancy, nondimensionalised with 
the ship length, centered at midship and positive toward the 
sterm

Table 6. Predicted percentage improvement of objective functions 
of selected optimal hulls

F1 F2 F3

5415-A −5.02 −0.90 −0.90
5415-B −3.78 −2.35 −1.93

Table 7. Improvements in total resistance for the two optimization 
hull forms. The bow and sonar dome were optimized for minimum 
total resistance1

Gain—predictions Gain—experiments

SBD-A −5.32 (%Soriginal) −3.8 (%Doriginal)
SBD-B −3.90 (%Soriginal) −3.8 (%Doriginal)
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During the experimental campaign, uncertainty analysis 
was carried out at Fn = 0.28 and the uncertainty for the 
total resistance was found to be about 0.3%. This is 
partly related to the precision error of the load cell, since 
it decreases near the maximum measurable value, and it 
is also in line with previous experience. At the design 
speed of Fn = 0.28, the measured reduction in the total 
resistance at the model scale was about 4.75%; the error 
bars for the experimental campaigns were much lower 
than this improvement. It was also found that the sea-
keeping merit functions were reduced by 14.5% and 8.7% 
for Fn = 0.28 and 0.41, respectively.

Finally, the results of the V&V analysis are summa-
rized. Tables 8 and 9 show that the results are similar in 
form to those for the single-objective optimization, i.e., 
Tables 2 and 3; however, for the present case, evalua-
tions were made for three objective functions. For F1, 
uncertainties in the data UD are 0.29% for the original 
and almost double that for 5415-B (0.53%). In both cases 
the comparison error E is smaller than the validation 
uncertainty UV, hence the solution for the total resis-
tance is validated at the UV level. The expected improve-
ment ΔS estimated by SBD-B is 3.78% and is close to the 
actual improvement ΔD (4.75%). The error EΔ (0.97%) is 
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smaller than the validation uncertainty UEΔ (3.16%) and 
so the SBD-B optimized solution is validated for the 
interval UEΔ.

Some of the cells in Tables 8 and 9 are empty. This is 
because the uncertainties in the data ΔD, USG, USN, and 
UV are not available for F2 and F3 due to the nature of 
the seakeeping test itself. In fact, all the seakeeping 
quantities were obtained from the statistical analysis of 
a very long time relief, obtained as the sum of a large 

number of successive tests. As a consequence, the pro-
duction of a set of separate time series, to be analyzed 
in the same way as for the resistance tests, is too expen-
sive and it was not produced during this project. As a 
consequence, there is no possibility of deriving the uncer-
tainty of the experimental data from a single sample. On 
the other hand, the order of magnitude of the observed 
gain (10%) is reasonably far away from the precision 
limit of these kinds of tests.
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6 Conclusions

Two different basic SBD versions were developed and 
tested in a nonlinear, constrained, multiobjective optimi-
zation problem, in which three objective functions to be 
minimized were simultaneously considered, i.e., the total 
resistance for Fn = 0.28 and seakeeping merit functions 
for Fn = 0.28 and 0.41. The two SBD versions were 
applied to the optimization of the entire hull form of a 
surface combatant, DTMB Model 5415. Realistic func-
tional and geometrical constraints for preventing unfea-
sible results and to get a fi nal meaningful design were 
enforced and discussed.

Both SBD versions were found to yield satisfactory 
results. Experimental tests were carried out on the fi nal 
optimized model, and the validity of the optimization 
processes was successfully confi rmed. Improvements 
were obtained while other important qualities, e.g., sonar 
dome vortices, were preserved. Several noteworthy posi-
tive side effects are indicated for the optimal hulls, e.g., 
a signifi cant decrease in sonar dome vortices and the 
height of the bow wave crest. These results, along with 
conclusions in precursory work for bow optimization for 
minimum total resistance, prove the validity of the 
methods developed in the present IIHR/INSEAN/OPU 
joint NICOP research project, in which free-surface-
fi tting RANS solvers were integrated with a multiobjec-

tive optimization cycle and an advanced hull surface 
modeling and modifi cation scheme.

Nevertheless, several limitations of the present work 
must be stated. The main achievement of the present 
work is still limited to system development and demon-
stration of the capability, which explains the use of a 
relatively simplifi ed problem defi nition and design con-
ditions, and a limited number of generations used in the 
optimization procedure. The scheme introduced for hull 
form modifi cation can be improved to allow a more fl ex-
ible surface modeling approach that includes more 
design variables, which will be able to generate even less-
conservative designs. The decision space can also be 
expanded, so that the capability of the present global 
optimization schemes will be more strongly emphasized. 
In spite of these shortcomings, we still consider that our 
approach can produce promising results and the limita-
tions may eventually be eliminated as the simplifi cation 
of the problem defi nition and design conditions are elim-
inated, more powerful computation facilities becomes 
available, and more advanced geometry modeling 
schemes are introduced.

In addition, extension of the problem and future 
research directions will involve application to high-speed 
multihull ships in association with the development and 
adoption of more advanced global optimization algo-
rithms and CFD methods, which include advanced free-
surface modeling and overset grid capability.39–41 Such 
an attempt is already in progress.42 

The development of a SBD framework that combines 
highly costly analysis tools and global optimization 
algorithms may appear to be a paradox, but design engi-
neers of marine, aeronautical, and automotive transport 
systems are very much inclined to take this direction. 
Indeed, the margin for design improvements is continu-

Fig. 17. Experimental model of hull 5415-B

Table 9. The modifi ed V&V procedure for CFD-based optimiza-
tion applied at the optimization results obtained with SBD-B

Objective 
function ΔS = SP − SO ΔD = DP − DO UΔS UΔD ⏐EΔ⏐ UEΔ

F1 3.78 4.75 3.14 0.41 0.97 3.16
F2 2.35 14.5 — — 12.2 —
F3 1.93 8.7 — — 6.77 —

Objective function Model S(N) D(N) E(%) UD(%) USG(%) USN(%) UV(%)

F1 5415 46.28 45.10  2.61 0.29 2.61 2.61 2.63
5415-B 44.53 42.95  3.67 0.30 1.74 1.74 1.76

F2 5415  1.0  1.0 — — — — —
5415-B  0.976  0.855 14.1 — — — —

F3 5415  1.0  1.0 — — — — —
5415-B  0.980  0.913  7.3 — — — —

Table 8. V&V procedure for 
single numerical simulations 
relative to an integral 
quantity
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ously narrowing because design engineers are producing 
near-optimal confi gurations in many industrial fi elds, 
including ships, and the probability that performance 
breakthroughs could come from local optimization 
methods is likely to be small. These open issues are moti-
vating the development of high-performance, global, 
multiobjective optimization algorithms in association 
with advanced CFD methods.
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Abstract Numerical optimization of the initial design of

a fast catamaran (high-speed sealift research model B,

HSSL-B) has been carried out through a simulation-based

design (SBD) framework, based on an advanced free-sur-

face unsteady Reynolds-averaged Navier–Stokes (URANS)

solver and a potential flow solver, and global optimization

(GO) algorithms. The potential flow computational fluid

dynamics (CFD) SBD was used to guide the more expen-

sive URANS CFD SBD. The fluid-dynamic analysis of the

flow past the catamaran proved that the use of the URANS

solver was fundamental in dealing with the multihull

interference problem. In the case investigated, the separa-

tion distance was small and the viscous flow quite distorted

by the proximity of the hulls, so that only viscous solvers

could correctly capture the flow details. Sinkage and trim

effects, due to the high speed range and again to the small

separation distance investigated, are also relevant. The

initial HSSL-B geometry and three optimization problems,

including single- and multiobjective optimization prob-

lems, proposed by designers from Bath Iron Works, were

successfully optimized/solved, and finally an experimental

campaign was carried out to validate the optimal design. A

new verification and validation methodology for assessing

uncertainties and errors in simulation-based optimization

was used based on the trends, i.e., the differences between

the numerically predicted improvement of the objective

function and the actual improvement measured in a dedi-

cated experimental campaign, including consideration of

numerical and experimental uncertainties. Finally, the

success of the optimization processes was confirmed by the

experimental measurements, and trends for total resistance,

sinkage, and trim between the original and optimal designs

were numerically and experimentally verified and

validated.

Keywords Fast multihull ship � Simulation-based design �
CFD-based single- and multiobjective optimization �
Derivative-free optimization algorithm � Total resistance
minimization � Seakeeping merit function minimization �
Verification and validation

List of symbols

CPH, CPP Hydrostatic and piezometric

pressure components of the

pressure resistance coefficient

CP, respectively

DP, DO Experimental value of the parent

and optimized designs

ED Difference between the measured

and expected improvements

f Fitness function, wave frequency

Fr ¼ U=
ffiffiffiffiffiffiffiffiffi
gLPP

p
Froude number

g Gravitational acceleration

KM Metacenter height from keel

LPP, L Ship length

LCB Center of buoyancy

m Population size – 1

N Number of multiobjective

functions
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F~ ¼ ðF1;F2; . . .;FNÞT Multiobjective functions

M Number of design variables

n Number of blocks

h, g Equality and inequality constraint

functions

P~;P~1;P~2;P~3
Position vectors of hull surface

points

p, q Number of equality and inequality

constraint functions

Re ¼ ULPP=m Reynolds number

RP Pareto ranking

RT Total resistance

RT
prf Total resistance of original design

S Separation distance

S(f) Jonswap spectrum for wave

frequency f

S/L Separation ratio

S, D Simulation value and date value

SP, SO Numerical simulation value of the

parent and optimized designs

u~ðx*Þ Velocity components, normalized

by ship speed U

U, V1, V2, V3 Ship speed

USNP, USNO, etc. Uncertainty

x
* ¼ ðx1; x2; . . .; xMÞT Design variables

xi
u, xi

l Upper and lower bounds of design

variables

X, Y, Z Nondimensional Cartesian

coordinates, normalized by ship

length LPP
€zB Vertical acceleration at bridge

control point

_zD Vertical velocity at flight deck

control point

a, Tp, H1/3, r, c Parameters in Jonswap spectrum

S(f)

a, b Design variables

Di Total displacement for speed i

DS, DD Differences in value between the

parent and optimized designs

U Lamb scalar

v Subset v of the M-dimensional

real space <M

m Kinematic viscosity

1 Introduction

The focus of the present paper is on the use of simulation-

based design (SBD) in ship design, demonstrated in a real

industrial application, i.e., the design optimization of a fast

catamaran, representative of present high-speed ship design

trends. The base design is the HSSL-B (high-speed sealift

research model B, displacement at draft 6.50 m of 12000

tons, length 170 m, beam 40 m), selected for international

collaboration by ship designers to match the requirements

posed by the Navy for a high-speed displacement ship with

limited length and draft. Interaction among SBD develop-

ers and ship designers has led to the definition of a number

of optimization problems, aimed at performance enhance-

ment of the catamaran. Special emphasis was devoted to

the selection of real geometrical constraints. The present

work is connected with the Office of Naval Research HSSL

project for URANS CFD-based design optimization [1, 2].

The HSSL-B has been initially developed in two ver-

sions: a catamaran and a trimaran, and later, the former was

selected for the initial design optimization (Figs. 1, 2). The

complexity of the design problem with the inherent diffi-

culty of dealing simultaneously with a growing number of

design goals and constraints raised the interest of ship

designers in the use of a SBD framework. As a result of

close interaction among code developers, in the framework

of their respective Naval International Cooperative

Opportunities in Science and Technology Program (NI-

COP) projects, involving the National Maritime Research

Institute (NMRI), IIHR-Hydroscience and Engineering of

the University of Iowa, and the Italian Ship Model Basin

(INSEAN), and ship designers from Bath Iron Works, a

number of optimization problems, aimed at enhancement

of hydrodynamic performance, were discussed and

Fig. 1 Initial HSSL-B design in the catamaran version. The separa-

tion ratio between the hulls is S/L = 0.16

Fig. 2 Side view of the HSSL-B; the flight deck and bridge locations,

where the functional constraints on vertical acceleration and vertical

velocity are enforced, are shown
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elaborated. Special emphasis was devoted to selection of

geometrical and performance constraints too. It is indeed

common experience that simple approaches combining

CFD solvers and optimization algorithms often lack

robustness, can be very inefficient, or eventually produce

meaningless solutions from the standpoint of producibility.

The collaboration helped in overcoming challenges arising

from the increasing complexity of the real application. This

was the necessary background for the development of

reliable SBD and forms the basis of the present work.

Regarding the specific design problem, it was found

that, notwithstanding the large body of literature dealing

with multihulls, papers devoted to analysis of viscous flow

past a catamaran or trimaran with Reynolds-averaged

Navier–Stokes (RANS) simulations are very limited. Most

of the previous works indeed adopt potential flow models

(e.g., [3]) to predict the so-called interference effect and to

select the optimal separation distance between the demi-

hulls. (See also the discussion on interference effects by

[4].) On the contrary, use of state-of-the-art unsteady

Reynolds-averaged Navier–Stokes (URANS) solvers [2]

has instead revealed the extension of the flow distortion

induced by the proximity of the hulls. Compared with the

monohull (demihull) case, distorted streamlines, altered

pressure distributions from bow to stern, zones of flow

separation, and vortex shedding have been easily detected

(Fig. 3). Each of these effects, which could not be captured

by inviscid flow solvers, has the potential to alter the

resistance characteristics of the multihull. Another effect

known to be relevant is produced by the sinkage and trim

[2]. Due to the high speed range and the proximity between

the demihulls, the sinkage and trim proved to be relevant in

the estimation of the resistance, whose prediction was

fundamental to guide the optimizer in the right direction.

The optimization scheme plays another major role in the

present SBD framework. Initially, we introduced local

optimization schemes into our SBD frameworks, which

were exercised through single- and multiobjective optimi-

zation to redesign the DTMB 5415 model [5, 6]. Experi-

mental validations of the results as well as the scheme were

also performed, and the success of optimization was con-

firmed. However, the limitation of the local optimization

scheme was obvious; i.e., typical industrial cases translate

into nonlinear, multimodal, nonconvex problems, and the

true optimal solution is difficult to find, hidden in a region

with many local minima. In this scenario, local optimizers

are not able to overcome local minima, and cannot deal

with nonconnected design spaces, jumping from one fea-

sible region to another. Multistart methods, based on a

local algorithm starting its repeated searches from a cloud

of randomly distributed initial points, appear to be an easy-

to-implement solution with less chance of becoming trap-

ped in local optima, but with poor or no insight into the

problem. True global optimization (GO) methods appear to

be the right way to address these difficulties (e.g., [7]).

With this motivation, GO methods based on a derivative-

free algorithm together with parallel computing architec-

ture were developed in the present work.

The above-mentioned URANS solver and GO method

together with a geometry modeling method were integrated

to realize the SBD framework, and the single- and multiob-

jective optimization problems proposed by the designers

were solved. In addition, a potential flow CFD-based SBD

(i.e., PFCFDSBD) frameworkwas also composed. Since the

PF CFD SBD is less expensive, a greater number of design

variables was used to explore even somewhat drastic rede-

signs. Then, the results were used to guide more expensive

URANS CFD-based optimization (i.e., URANS CFD SBD),

which uses fewer design variables. In practice, this approach

is the variable fidelity/variable physics approach in the ship

hydrodynamic research area, although at present, the inter-

action is still indirect, requiring future work to develop it in a

more systematic manner, as described later.

The initial HSSL-B geometry and three optimization

problems, including single- and multiobjective optimization

problems, proposed by designers from Bath Iron Works,

were successfully optimized/solved, and finally an experi-

mental campaign was carried out to validate the optimal

design. The experimental data were then used in a new

verification and validation (V&V) procedure based on

analysis of the trend of the objective function to be mini-

mized. Indeed, due to the inherent uncertainties in simula-

tions and experiments, the success of an optimization process

is more appropriately based on trends than absolute values.Fig. 3 BIW-A trimaran vortical structures [2]
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2 Multihull design and needs for high-fidelity analysis

method

A common practice in development of multihulls is to use

monohull forms for the individual demihulls. Most

knowledge of ship resistance is indeed derived from

development and testing of monohulls at model scale with

validation at full scale. The approach used is first to mea-

sure total model resistance, then to estimate the frictional

resistance component (assumed to scale with the Reynolds

number, Re) using a standard friction line, and finally to

derive a residuary resistance component (assumed to scale

with the Froude number, Fr) by subtracting the frictional

resistance from the total resistance. Although there is some

influence of other considerations such as seakeeping and

powering, the resulting hull forms primarily reflect efforts

to reduce resistance. Typically, these hull forms have

streamlined distributions of underwater volume that are

symmetric about the hull centerplane, being designed to

produce relatively small disturbances to the otherwise

uniform flow of water past the body.

Hence, especially in the development of catamarans,

ship designers are then tempted to use monohull forms for

the individual demihulls. However, the flow about two (or

more) of these monohull-like forms is not symmetric about

the centerplane of all of the demihulls. Depending mainly

on the proximity of one hull to the other, the flow is indeed

distorted by their mutual presence. Consequently, the path

of a water particle about a demihull differs substantially

from that encountered in passing a hull in isolation. This

difference in flow typically (but not always) results in an

increase of the resistance.

The resistance of a multihull composed by n demihulls

is substantially greater than n times the resistance of one

hull in isolation. This added resistance is generally con-

sidered to be part of the residuary resistance and is attrib-

uted to the interference effect, a term that relates the

demihull (or monohull) drag to the multihull drag. The

added drag is principally due to: (a) the interaction of the

wave trains from the individual demihulls (i.e., wave-

making interference), and (b) the changes in the viscous

resistance of each demihull due to distortions in the flow

caused by the presence of the other demihulls. Traditional

approaches to hull form optimization are focused on wave

interference. However, pressures induced on each hull by

the presence of the other demihull(s) significantly distort

the flow over each demihull in ways that affect viscous

resistance as well as wavemaking.

A considerable amount of towing tank work has been

done to measure multihull interference drag associated

with variations in demihull longitudinal and transverse

positions. However, little experimental data exists to pro-

vide insight into interference effects between hulls in the

absence of the free surface. Fortunately, a dataset exists for

a catamaran hull with systematic variation in hull separa-

tion for both a ship model in a towing tank [8] and a double

model of the hull in a wind tunnel [9]. This set of data

shows that the altered flow due to the proximity of the two

hulls results in significant interference effects in both the

wind tunnel and the towing tank. In summary, there are

significant interference effects between demihulls in the

absence of a free surface, which are independent of

wavemaking interactions. If factors such as wind tunnel

blockage effects, model mounting effects, etc. can be dis-

counted, the inescapable conclusion is that there is signif-

icant interference of a purely viscous nature between two

scale-model hulls in close proximity.

Towing tank tests combine viscous interference effects

with wavemaking interference effects. A comparison of

Armstrong’s wind tunnel data with Molland’s towing tank

data is shown in Fig. 4. The upper three curves in the figure

show (going down from the top) total towing tank drag,

total towing tank drag minus wave profile drag, and total

wind tunnel viscous drag. In the absence of any interfer-

ence, the difference between the total towing tank drag and

the total viscous drag from the wind tunnel would equal the

wave profile drag. However, the figure clearly shows that

there is drag interference in addition to the wavemaking

interference inherent in the wave profile drag.

This viscous–inviscid interference is most significant in

the vicinity of the hump in the towing tank drag curve at

Fr = 0.5, near the HSSL design point. The data in the

figure show this difference to be in the 10–25% range.

While other data from Armstrong show the viscous–

inviscid interference to be dependent on hull separation, he

did not test for hulls as close as the HSSL catamarans

(S/L = 0.16). While it is tempting to hope that this added

interference drag involves only a simple correction to the

viscous drag, the variation of the interference effect with

speed indicates a significant Fr effect. As already stated,

use of RANS solvers is then fundamental in dealing with

Fig. 4 Reproduced from [9]
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the multihull interference problem, and the small separa-

tion distance of the HSSL-B enhances the flow distortion.

3 Single- and multiobjective optimization problem

proposed by designers

Our goal is to redesign the HSSL-B catamaran by using SBD

frameworks. For the optimization problem, three different

design cases, of increasing difficulty, were formulated. In

Table 1 the objective functions along with the geometrical

and functional constraints for the 3 cases are shown. Case 1

is a relatively simple, single-objective function problem. The

difficulty comes from the flow complexity and the relatively

high speed range. Case 2 is a weighted approach (with equal

weights of 1/3) to a multipoint design. The three different

displacements correspond to the full loaded condition down

to the return from themission condition, towhich correspond

three different speeds. The length-based Fr of the average

speed is 0.541. The other two Fr represent the departure

(initial) and arrival (final) speeds at constant power and

varying displacement as the ship changes from fully loaded

at departure to nearly burned out at arrival. Case 3 is a

multiobjective problem with resistance and seakeeping cri-

teria, involving the root-mean-square (RMS) vertical

acceleration at the bridge and the RMS vertical velocity at

the flight deck (Fig. 2).

The PF CFD SBD and URANS CFD SBD solve equally

formulated optimization problems. Shape design optimi-

zation is typically formulated in the framework of a non-

linear programming (NLP) problem. For a general

expression of an N-objective-function optimization prob-

lem in ship hydrodynamics, the mathematical formulation

assembles all the design variables x1, x2,…, xM in a vector

x
* ¼ ðx1; x2; . . .; xMÞT belonging to a subset v of the

M-dimensional real space <M , i.e., x!2 v � <M (upper xi
u

and lower xi
l bounds are typical enforced on the design

variables). The objective of the optimization F~ ¼
ðF1;F2; . . .;FNÞT and the equality and inequality con-

straints h, g are functions of the design variables x
*
and of

the state of the system u~ðx*Þ. A general form for constrained

NLP problems is then to find the particular vector ~x in the

subset v which solves the following:

Table 1 Problem description: objective functions, and functional and geometrical constraints

Test

#ID

Objective function Geometrical constraints Functional

constraints

1. Single-objective (one-speed) problem: Minimize RT at

Fr = 0.541 for the ship free to sink and trim

a. Max. overall length (170.7 m) and max. beam (40 m)

b. Draft B 6.5 m

c. Total displacement 10785 t

d. 0:3� LCB=L� 0:7

e. KMT_Original B KMT_Optimal

KML_Original B KML_Optimal (individual hull waterplane

area C150 m2)

f. Immersed transom area: still-water transom wetting is

equal to one waterjet semidiameter (1.59 m) in the

vertical direction and two (6.36 m) in the transverse

direction

g. More than 1 m above the keel and from L/2 to stern,

the distance between port and starboard shells is C1 m

None

2. Single-objective (three-speed) problem: with

ai ¼ 1=3;
1=3;

1=3

� �
, Fri ¼ ð0:460; 0:541; 0:622Þ,

and Di = (12000, 10785, 9570) t, minimize

F ¼
P3
i¼1

ai
RTðFriÞ

V2
i

for the ship free to sink and trim

As in problem #1 but for

c. Total displacement Di depending on the speed

None

3. Multiobjective (resistance and seakeeping) problem:
with B(bridge) = (128.025, 0, 15) m, D(flight
deck) = (21.3375, 0, 5) m, sea state 5 (head seas), €zB
the RMS of the vertical acceleration at the bridge, _zD the

RMS of the vertical velocity at the flight deck, and

VCB = 4.193 m, minimize F1 = RT(0.541),

F2 = 0:5 €zB
0:2g þ 0:5 _zD

1:0 for forward speed of Fr = 0.541

As in problem #1 a.
RTð0:460Þ
Rphf

T
ð0:460Þ � 1:0

b.
RTð0:622Þ
R
phf

T
ð0:622Þ � 1:0

c. €zB � 0:2g

d. _zD � 1:0m/s
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Min:

½F1ðx~; u~ðx~Þ;Re;FrÞ�Re;Fr
½F2ðx~; u~ðx~Þ;Re;FrÞ�Re;Fr; x 2 v � <M

..

.

½FNðx~; u~ðx~Þ;Re;FrÞ�Re;Fr

8>>>>><
>>>>>:

ð1Þ

Subject to : hjðx*Þ ¼ 0 ðj ¼ 1; . . .; pÞ
gjðx*Þ� 0 ðj ¼ 1; . . .; qÞ
xli � xi � xui ði ¼ 1; . . .;MÞ:

The aforementioned case 3 problem belongs to the

above formulation; on the other hand, for a single-objective

optimization problem, i.e., case 1 and case 2 problems, the

above reduces to

Min: ½Fðx~; u~ðx~Þ;Re;FrÞ�Re;Fr; x 2 v � <M ð2Þ

Subject to : hjðx*Þ ¼ 0 ðj ¼ 1; . . .; pÞ
gjðx*Þ� 0 ðj ¼ 1; . . .; qÞ
xli � xi � xui ði ¼ 1; . . .;MÞ:

The solution of the above problems typically requires

the use of some numerical tool—the first constitutive

element of the SBD frameworks—to solve the system

Aðx*; u~ðx*ÞÞ ¼ 0 and evaluate the current design x
*
,

obtaining information on the constraints too. If the

function used to define the optimization problem is of

fluid-dynamic nature, as in our case, the step requires the

evaluation of the design x
*
via a CFD solver, a process

which is itself computationally intensive. Within a

standard nonlinear optimization algorithm—the second

fundamental element of a SBD—the solution of these

differential equations is required for each iteration of the

algorithm.

In addition to these two elements, a third one is neces-

sary: a geometry modeling method to provide a link

between the design variables and the body shape. When the

analysis tools are based on the solution of a partial dif-

ferential equation (PDE) on some volume grid around a

complex geometry, this task is not a trivial one and often

requires some attention. The flexibility of this element may

greatly affect the freedom of the optimizer to explore the

design space.

The aforementioned three problems, i.e., case 1 through

case 3, were successfully solved using the present two

SBD frameworks. Figure 5 shows geometry comparison

among the original and three optimal designs, and Tables 2

and 3 show comparison of main particulars of the designs,

and optimization results for total resistance, objective

functions, sinkage, and trim. In the following, details of the

two alternative SBD frameworks are described and the

results are discussed.

4 Potential flow CFD-based optimization

4.1 Shape parameterization

The method adopted to parameterize the shape is the free-

form deformation (FFD) technique. In FFD, the object to

be deformed is virtually embedded into a parallelepiped

(Fig. 6a). This scheme was also adopted in the authors’

earlier work [5, 6]. One of the advances in the present work

was to develop a general parameterization approach, able

to deal with a large number of variables, say 50. The choice

of these 50 variables is illustrated in Fig. 6.

x variations (Fig. 6b): in each of the four internal

sections, all the points are grouped together, resulting in

1 variable 9 4 sections = 4 variables;

y variations (Fig. 6c): points are clustered together into

groups of four vertices. Besides the four sections visible

in Fig. 6b, one more section is added at the extreme fore

position, to control the bow shape. Hence we have 6

variables 9 5 sections ? 4 variables on the bulb = 34

variables;

z variations: in each of the four internal sections

(Fig. 6b) and in the two extreme aft and fore sections,

the points are clustered into two groups (Fig. 6d),

resulting in 2 variables 9 6 sections = 12 variables.

This strategy allows for complete modification of the

hull surface by utilizing 50 design variables.

4.2 Optimization algorithm

The optimizer is a derivative-free hybrid approach, com-

bining an evolutionary algorithm (particle swarm optimi-

zation) with a direct search technique (diagonal rectangular

algorithm for global optimization, DRAGO), details of

which are described in [7, 10, 11], respectively. The hybrid

PSO-DRAGO strategy tries to get the best from both

algorithms. While PSO tends to concentrate the optimum

search in the most promising region of the design space,

DRAGO, on the contrary, tends to check all the unex-

plored, large intervals before proceeding to a next interval

subdivision. Every other iteration, the method applied

switches between these two, offering a blending strategy,

which was found to be effective [12]. A flowchart of the

PSO-DRAGO approach is shown in Fig. 7.

4.3 CFD: potential flow solver

The wave resistance prediction (WARP) potential flow

solver adopted for the analysis in the present version of

SBD is based on the quite classical linearization of the free-

surface conditions around the calm water level. Details of

equations, numerical implementation, and validation of the
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Fig. 5 Comparison of geometry among the original and three optimal

designs. Case 3 NO 203 and case 3 ID-556 are F2-minimum designs

on Pareto set for PF CFD SBD and URANS CFD SBD, respectively.

Case 3 ID-151 is a F1–F2 compromise design on Pareto set for

URANS CFD SBD
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numerical solver are given in [13]. WARP, developed at

INSEAN in the late 1980s and continuously improved

since then, is routinely used at INSEAN for resistance

evaluations, and experience in multihull predictions and on

the effects of demihull spacing has already been accumu-

lated (e.g., [14]).

4.4 Numerical optimization results

The above-described geometry modeling scheme, optimi-

zation scheme, and CFD method compose a PF CFD SBD

to demonstrate HSSL-B optimization test cases. The opti-

mizations were performed at INSEAN by using a PC

cluster of 24 Intel Xeon (64 bit, 3.2 GHz). As stated

before, attention was focused on the increase of the number

of design variables up to 50. It has to be remembered also

that the computations were performed with the catamaran

free to sink and trim, with a consequent increase of central

processing unit (CPU) time.

Case 1 results: In the solution of case 1, the initial

design of experiments (DOE) sampling of the design space

required 160 trial designs. These data served to build a

kriging metamodel type adopted to solve the optimization

problem. The CPU time required for the solution of the

kriging, i.e., to get an approximate value of the objective

function, become in that way negligible. For that reason,

the CPU time required to get an optimum value using either

the PSO or the DRAGO algorithm becomes almost insig-

nificant compared with the training phase or the numerical

verification of the discovered optimum via the potential

flow solver. A summary of the CPU time for each step of

the algorithms in given in Table 4. The optimized geom-

etry (Fig. 5a, c) shows a clear improvement of the wave

pattern both in between the demihulls and at the stern

Table 2 Comparison of main

particulars among the original

and optimal designs

a % original
b % LPP original, positive

backward

Optimal model

Case 1 (%) Case 2 (%) Case 3 (NO 203) (%)

PF CFD-based optimization

LPP
a 100.0 100.0 100.0

Displacementa 100.6 100.5 100.6

Wetted surface areaa 107.3 107.9 107.3

DLCB
b ?8.6 ?8.6 ?8.6

Optimal model

Case 1

(%)

Case 2

(%)

Case 3

(ID-556) (%)

Case 3

(ID-151) (%)

URANS-based optimization

LPP
a 100.0 100.0 100.0 100.0

Displacementa 100.0 100.0 100.0 100.0

Wetted surface areaa 104.6 104.7 104.6 104.6

DLCB
b ?6.4 ?6.4 ?6.4 ?6.4

Table 3 Comparison of optimization results for total resistance, objective functions, sinkage, and trim

Optimal model RT/V
2 a Fa F1

a F2
a Sinkagea Trima

Fr = 0.460 Fr = 0.541 Fr = 0.622 Fr = 0.541 Fr = 0.541

PF CFD-based optimization

Case 1 (%) – 60.7 – 60.7 – – 76.8 69.2

Case 2 (%) 78.8 72.2 56.0 69.0 – – 60.7 64.1

Case 3 (NO 203) (%) – 97.9 – – 97.9 97.0 – –

URANS CFD-based optimization

Case 1 (%) – 90.3 – 90.3 – – 49.5 72.6

Case 2 (%) 95.8 90.4 81.0 91.7 – – 49.9 72.9

Case 3 (ID-556) (%) – 91.4 – – 91.4 21.5 49.9 72.3

Case 3 (ID-151) (%) – 90.7 – – 90.7 59.5 49.6 72.6

a % original
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(Fig. 8). Since the present potential flow solver predicts

only wavemaking resistance, total resistance is estimated

by including frictional resistance given by the ITTC57

formula. The estimated total resistance is significantly

reduced (Table 3). The demihull is very slender, hence

increasing the demihull spacing while preserving the

maximum beam. To keep the displacement constant, the

submerged volume near the stern region is increased.

Sinkage and trim values were reduced too, with respect to

the original design (Table 3).

Case 2 results: In the solution of case 2, the same

number of variables was used. Results are reported in

Figs. 5 and 9. In interpreting the results it has to be

remembered that the potential flow solver adopted is based

on a linearization around the undisturbed water level, i.e.,

the flow is computed only around the underwater part while

the part above the static waterplane has no influence on the

optimization process and can therefore be reshaped. Again,

the SBD finds the same correct trend; i.e., it tries to make

the demihull more slender with respect to the original

HSSL-B to increase the demihull spacing while preserving

the maximum beam. To satisfy the displacement constraint,

the solution increases the submerged volume in the stern

region.

The external side is flat and straight. The most evident

difference with respect to both the original hull and the

case 1 optimum is that the demihulls no longer have a

straight keel line. Indeed, it can be seen that the shape is

slightly bent at the bow. Total resistance is significantly

decreased as a result of the large decrease of wave resis-

tance (Table 3). A comparison between case 1 and case 2

is possible by looking at Table 3. Quite obviously, for the

medium (design) speed, the solution of case 1 performs

better than the solution of case 2, since the latter represents

a trade-off among the performances at three different

speeds. Again, sinkage and trim values were reduced with

respect to the original design (Table 3).

Case 3 results: The same number of variables as for the

previous cases was used. For this problem, seakeeping

performance is evaluated by using FreDOM, which is a

frequency-domain, Rankine-source-type panel method

developed at INSEAN [15]. For free surface and hull sur-

face, 4000 and 1000 panels were used, respectively.

Pitching and heaving motions are considered; hence, only

the starboard-side domain is considered. As specified in

Table 1, sea state 5 (head sea, Tp = 9.7 s, H1/3 = 3.25 m)

Fig. 6 Parameterization via the

FFD approach: a demihull

embedded in the deforming

parallelepiped; b control points

governing the x changes; c and

d control points governing y and
z deformation, respectively.

Same colors indicate grouped

control points. For PF CFD-

based optimization

PSODOE

N suboptimal
designs CFD

Update

metamodel

DRAGO

Create (k=0) / 
Update (k≠0) 
metamodel CFD

N suboptimal
designs

Fig. 7 Flowchart of the hybrid PSO-DRAGO scheme. The algorithm

was tailored for a cluster with N processors. k is the step in the

process. For PF CFD-based optimization
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is assumed, for which the following Jonswap spectrum is

applied:

Sðf Þ ¼
aH2

1=3

T4
p f

5
exp � 1:25

ðTpf Þ4

( )
cexp �ðTp f�1Þ2

2r2

� �
: ð3Þ

This is used to evaluate the RMS vertical acceleration at

the bridge and the RMS vertical velocity at the flight deck.

The locations of evaluation are shown in Fig. 2. The same

numerical method is used for URANS CFD SBD.

Figure 10 shows the distribution of solutions, where the

curve labeled ‘‘Pareto front’’ indicates the location of the

Pareto-optimal set, all designs of which will be candidates

for design trade-off between F1 and F2. From the Pareto

optimal set, no. 203 (F2-minimum design) is selected for

further evaluation. Table 3 shows percentage differences of

objective functions for design no. 203, where F1 and F2

decrease by 2.1% and 3%, respectively, compared with the

Table 4 CPU time summary

for the PSO/DRAGO

optimization approach with

kriging metamodel

approximations

Step CPU time (h)

DOE training phase (160 designs) 1120

PSO–DRAGO solutions using the metamodel *0

Potential flow analysis of the suboptimal designs 140

2.5 iterations = total CPU time on a 20-node cluster 3.8 days

Fig. 8 Results for case 1.

Perspective view of the original

(left) and optimized (right)
catamaran. Free surface is

colored with wave height. For

PF CFD-based optimization

Fig. 9 Results for case 2. Perspective views of the wave pattern for the 3 different speeds (Fr = 0.460, 0.541, 0.622). Free surface is colored

with wave height using the same contours levels as in Fig. 8. For PF CFD-based optimization

Fig. 10 Results for case 3. From the Pareto-optimal set, no. 203

is selected for further evaluation. For PF CFD-based

optimization
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original design. Figure 5a, c shows geometry comparison

between the original and optimal designs. General geo-

metrical features are similar to those for case 1 optimal

design, but the width of the demihull is slightly increased.

5 URANS CFD-based optimization

5.1 Shape parameterization and grid deformation

The hull form was modified using two different approa-

ches: type A, direct movement of hull surface points in

particular direction, which is combined in multiple direc-

tions; and type B, hull form blending by using several basic

hull forms. A similar approach is used in [16, 17],

respectively. Figure 11 shows an overview of this

approach.

Type A modification was used for the case 1 and case 2

optimization problems. The function was defined so that

important trends predicted in PF CFD to reduce wave-

making resistance for case 1 and case 2 were reproduced.

Six design parameters were used in conjunction with use of

the simple spline function, i.e., two for inward half-body

transverse modification, two for outward half-body trans-

verse modification, and two for vertical direction modifi-

cation near the stern. This strategy yields more conservative

redesign than that shown in PF CFD-based optimization,

i.e., allowing the keelline to be only a straight line.

Type B modification was used for case 3 optimization.

The advantage of using this approach was confirmed in

[17]. The number of design parameters was one fewer than

the number of hulls used for the blending operation, e.g.,

two parameters were used for three-hull form blending as

follows:

Fig. 11 Basic strategy of hull form modification, i.e., types A and B. Type A is a combination of one-directional expansion and reduction of

surface. Type B is a blending or morphing technique. For URANS CFD-based optimization
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P~ ¼ a1P~1 þ a2P~2 þ a3P~3

where

a1 ¼ a

a2 ¼ ð1� aÞb

a3 ¼ ð1� aÞð1� bÞ

8>><
>>:

So that a1 þ a2 þ a3 ¼ 1;

ð4Þ

where P1 through P3 are hull surface points for three basic

designs, and 0 B a B 1 and 0 B b B 1 are design vari-

ables. Once the hull form is modified, the computational

grid is automatically generated by using the same algebraic

scheme as used in previous work [6].

5.2 Optimization algorithm

In the present study, the previous version of the optimiza-

tion module based on a binary-coded multiobjective genetic

algorithm (BC-MOGA, [6]) was extended as a more capa-

ble global optimizer (GO) by introducing real-coded

MOGA (RC-MOGA) and unimodal normal distribution

crossover (UNDX, [18]). The advantage of RC-MOGA

over BC-MOGA in engineering applications was discussed

in [19]. The basic algorithm is illustrated in Fig. 12. For

single-objective optimization problems (case 1 and case 2),

the fitness function f is directly related to the objective

function F to be minimized, i.e., f = 1/(1 ? eF). For mul-

tiobjective optimization problems (case 3), higher fitness

f is given to individuals of higher Pareto ranking RP, i.e.,

f = 1/RP. (See [6] for more details regarding this proce-

dure.) The drawback of algorithms of the evolutionary

family, i.e., increase in computational load, is overcome by

introducing a parallel computing technique, i.e., the mes-

sage passing interface (MPI) protocol.

5.3 CFD: URANS solver CFDSHIP Iowa

The CFD method adopted was CFDSHIP-IOWA version 4,

which is a general-purpose, multiblock, high-perfor-

mance, parallel computing URANS code developed for

computational ship hydrodynamics. The URANS equations

are solved using higher-order upwind finite differences,

PISO, and an isotropic blended k - x/k - e two-equation
turbulence model. The free surface is modeled using a

steady and unsteady single-phase level set method to

handle both complex ship geometry and complex interfa-

cial topology due to higher Fr, bluff geometry, and/or

large-amplitude motions and maneuvering. For more

details see [20]. Overset grids are used to provide flexibility

in grid generation, local grid refinement, and for bodies

and/or blocks with relative motions.

5.4 Numerical optimization results

The above-described geometry modeling and griding

schemes, optimization scheme, and CFD method compose

a URANS CFD SBD to demonstrate HSSL-B optimization

test cases. The optimization was performed at NMRI by

using a PC cluster environment with 60 Intel Xeon-3070

(64 bit, 2.66 GHz). In the present optimizations, the pop-

ulation size of the genetic algorithm coincides with the

number of MPI groups, each of which utilizes three CPUs,

i.e., the flow domain in a three-block grid system is solved

by using three CPUs to fully enhance the computational

efficiency. Hence, the total number of CPUs used is

n(m ? 1) ? 1 = 49 (i.e., n = 3, m ? 1 = 16, where

m ? 1 is the population size). In the present study, a three-

block grid system is used; i.e., two blocks are used for each

half inward and outward body, and one block is used for

the background grid. The grids contained 273,060 points

for hull blocks and 205,875 for background block, for a

total of 478,935 points. Basically, the same GA system

parameters are used for case 1 through case 3, i.e., cross-

over rate of 0.75, population size of 16, and maximum of

50 generations.

Case 1 results: among all designs generated in the 50

generations, the best design that satisfied all constraints was

selected as a solution of the present problem. An optimal

design that reduced the total resistance (i.e., the objective

Evaluate: 

START

Decode and Evaluate 
Individuals

Crossover

Selection

Gen. = Gen.Termination ?

STOP

Yes

No
Paralleled

Generate Initial 
Population

Mfff ,......,, 21

Fig. 12 High-performance

parallel computing architecture

for the multiprocess CFD-based

global optimization (GO)

algorithm. For URANS CFD-

based optimization. m ? 1 is

the number of population, and

n is number of processors used

for each CFD execution
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function) by -9.7% was obtained (Table 3). As shown in

this table, sinkage and trim values were also reduced, by

-50.5% and -27.4%, respectively. Figure 13 shows com-

parison of the wave profile between the original and optimal

designs. A general trend in the optimal design is reduction

of the amplitude of both inward and outward wave crests

near the bow, which clearly contributes to reduction of

wavemaking resistance. In addition, the location of the

inward after-body wave trough is shifted backward, which

causes increase of pressure in the region and also contrib-

utes to reduction of the pressure resistance. As shown in

Fig. 5b, d, the demihull is more slender than in the original

design, which in practice increases the demihull spacing

while preserving the maximum beam. The volume distri-

bution is moved backward and downward.

Case 2 results: as for case 1, the best design in the 50

generations was selected as the solution of the present

problem. An optimal design that reduced the objective

function by -8.3% was obtained, found to be nearly iden-

tical to that for case 1 (Fig. 5b, d). Consequently, as shown

in Table 3, reductions of total resistance RT, sinkage, and

trim values at medium Fr (i.e., Fr = 0.541) were nearly

equal to those for the case 1 optimal design, i.e., -9.6%,

-50.1%, and -27.1%, respectively. It is also seen from

Table 3 that reductions of total resistance at lower Fr (i.e.,

Fr = 0.460) and higher Fr (i.e., Fr = 0.622) were also

achieved, i.e., -4.2 and -19%, respectively. As expected,

the wave profile for the present optimal design is nearly

identical to that for the case 1 optimal design (Fig. 13).

Figure 14 provides an explanation for why the optimal

geometries for case 1 and case 2 are so similar. The figure

shows a comparison of trends in the objective function

F versus RT/V1
2, RT/V2

2, and RT/V3
2 for the designs generated

during the present optimization, where V1, V2, and V3

correspond to Fr = 0.460, 0.541, and 0.622, respectively.

It is seen that RT/V1
2, RT/V2

2, and RT/V3
2 exhibit more or less

different trends against F; on the other hand, as F becomes

smaller, RT at Fr = 0.541 (the objective function of

case 1) generally tends to be smaller. Since the same

constraints are imposed for case 1 and case 2, a nearly

identical design was likely to be obtained in the present

case 2 optimization.

Case 3 results: for this problem, two objective functions

F1 and F2 must be evaluated, i.e., the total resistance RT

and the seakeeping merit function, respectively, the latter

being evaluated using the same numerical scheme as used

for the PF CFD-based optimization, i.e., FreDOM, along

with the same approach to evaluate the vertical velocity

and acceleration at the flight deck and bridge for sea state

5. In the type B hull-form modification method used for the

present case, three basic designs were blended to yield a

new design. The three basic designs, namely B.1, B.2, and

B.3 are: B.3—case 1 optimal design (i.e., RT minimum
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Fig. 13 Results for case 1 and

case 2. Comparison of wave

profile between the original and

optimal designs at medium Fr
(i.e., Fr = 0.541). For URANS

CFD-based optimization
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Fig. 14 For case 2. Objective function F versus RT/V1
2, RT/V2

2, and

RT/V3
2. All values are normalized by F of the original design. For

URANS-based optimization
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design), and B.2 and B.1—redesigned versions of B.3

formed by moving lower part volume distribution inward.

Since design B.3 satisfied all the constraints for case 3

(Table 1), designs B.1 and B.2 were designed so as to

satisfy these constraints as well. The longitudinal area

distribution of B.1 and B.2 are the same as that for B.3, so

that similar resistance characteristics are expected. Designs

B.1 and B.2 are aimed to have different seakeeping char-

acteristics due to change in framelines. Figure 15 shows

comparison of geometry among the original and the three

basic designs for the blending operation. The trends in F1

and F2 for those designs are shown in Fig. 16.

Finally, 800 new designs were generated by using the

present RC-MOGA. Figure 16 shows the distribution of the

designs, where the curve labeled ‘‘Pareto set’’ indicates the

location of the Pareto-optimal set. All designs in the Pareto

set will be candidates for design trade-off between F1 and

F2, since the design constraints in Table 1 are satisfied by

all of the new designs in the set. In fact, this is one of the

advantages of introducing the present blending approach;

i.e., if all of the basic designs satisfy the design constraints,

the new design from the blending operation is more likely to

satisfy the constraints as well. It is also shown that B.3

belongs to the Pareto set and still has the smallest F1 among

all the designs. From the Pareto-optimal set, a F1–F2

compromise design MO ID-151, and F2 minimum design

MO ID-556 were selected for further evaluation. Figure 5a,

d, and Table 3 show comparison of geometry and objective

functions, respectively. For the MO ID-556 design, F1 and

F2 decrease by 8.6% and 78.5%, respectively.

6 Comparison of PF CFD SBD versus URANS CFD

SBD results and trends in optimal design

In the following, the focus of discussion is on comparison

of optimal designs between the two SBDs and cross-eval-

uation of the optimal designs produced by both CFD

methods. Figure 5 shows comparison of optimal designs

for all case problems investigated in the present study. In

addition, Tables 2 and 3 show comparison of main par-

ticulars, total resistance, objective functions as well as

sinkage and trim for those designs.

Regarding reduction of F1, i.e., RT, common trends for

both SBD results are: (1) outward movement of volume

distributions to yield a more slender demihull that increases

the spacing between the two demihulls, and nonsymmetric

framelines with respect to the demihull keelplane; and (2)

downward movement of volume distributions near the stern

in association with backward shift of LCB. As shown in

Table 2, the displacement of the optimal design is nearly
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Fig. 15 Comparison of geometry among the original and three basic

designs for blending operation (case 3), i.e., B.1, B.2, and B.3.

Contour interval d = 0.05. For URANS CFD-based optimization
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Fig. 16 Results for case 3. From the Pareto-optimal set, MO ID-151

is selected for further evaluation. For RANS CFD-based optimization
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equal to that of the original design, but the wetted surface

area is increased for all optimal designs. It is also shown

that PF CFD SBD tends to yield ‘‘wedge’’-type designs

with a clearly cut transom stern. The resultant trends in

wave field are also the same between the two SBDs; i.e.,

the amplitude of both the inward and outward wave crest

near the bow is reduced, and the inward after-body wave

trough is shifted backward. In addition, sinkage and trim

are significantly reduced.

For case 1, to investigate the optimal designs from both

SBDs, the PF CFD SBD optimal design for this case was

evaluated by using the present URANS CFD method. The

same number of grids as well as overset grid structure were

used. Figures 17 and 18 show comparison of URANS CFD

results for wave contours and wave profiles, respectively.

The aforementioned trends in wave field for reduction of

RT are seen for the two designs. However, as reported in

Table 5, the URANS CFD result for RT of the PF CFD

SBD optimal design does not indicate reduction, which

appears to be mainly due to increase in the hydrostatic

pressure component (i.e., CPH). However, the piezometric

pressure component (i.e., CPP, where CP = CPP ? CPH and

CP is the pressure resistance component) of the design

indicates clear reduction, which is almost of the same

magnitude as that for the URANS CFD optimal design.

This is consistent with the aforementioned feature of the

wave field and linearized free-surface theory used for the

PF CFD; i.e., the reduction of piezometric pressure com-

ponent correlates with reduction of wavemaking resistance.

It appears for the present applications that fully nonlinear

free-surface theory must be used for accurate prediction of

CPH, and inclusion of viscous effects is also important to

resolve the flow near the transom (especially for the PF

CFD SBD optimal design) and associated trends in CPH.

For the case 2 optimal designs, although there are large

differences between the two SBD designs, common trends

in total resistance are seen (Table 3); i.e., in association

with an attempt to reduce the objective function, RT/V
2 for

the given three speeds is simultaneously reduced, and the

gain is smaller and larger for lower and higher Fr,

respectively. Similarities in geometry between the two

designs are related to the aforementioned trends for

reduction of RT, and especially for PF CFD SBD, the

design differs from that for the previous case more sig-

nificantly. On the other hand, the differences in geometry

between the two SBDs for the present case are mainly

attributed to frameline shapes, which are apparently due to

differences in the way the design is modified; for example,

Fig. 17 Comparison of wave

contours between PF CFD and

URANS CFD-based

optimization designs for case 1.

Both evaluated by URANS CFD
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PF CFD SBD may yield a curved keelline, but that is not

allowed for URANS CFD SBD. In addition, a larger

number of design variables is used for PF CFD SBD, while,

without viscous effects of flow, PF CFD SBD explored a

larger variation of designs, including somewhat excessive

redesigns.

For the case 3 optimal designs, comparison between the

two SBDs is not straightforward, since all designs in each

Pareto set are solutions for each SBD. A focus here can be

on comparison of F2-minimum design in each Pareto set,

which is shown in Fig. 5 as case 3 NO 203 (Fig. 5a) and

case 3 ID-556 (Fig. 5b) for PF CFD SBD and URANS

CFD SBD optimal designs, respectively. Regarding

reduction of F2, i.e., the seakeeping merit function, com-

mon trends for both SBD results are seen; i.e., compared

with the F1-minimum design, the volume distribution is

moved slightly inward to yield a more symmetric demihull

with respect to the keelplane, which is a conflicting trend

with that for minimization of F1. Since F1 is already sig-

nificantly reduced, the aforementioned geometrical features

for F1-minimum design partly remain.

To confirm the above-discussed trends in F2-minimum

designs, URANS CFD SBD results for the MO ID-151 and

MO ID-556 designs were compared. MO ID-151 is a F1–F2

compromise design from the URANS CFD SBD Pareto set

for case 3 problem. As shown in Fig. 5b, d, the MO ID-151

design is in between the F1-minimum and F2-minimum

designs. F1 and F2 for the MO ID-151 design are smaller

and larger than those for the MO ID-556 design (Table 3),

respectively, consistent with the trends in wave field as

shown in Figs. 19 and 20; i.e., the aforementioned trends for

reduction of RT are more significant for the former. Fur-

thermore, Fig. 21 shows comparison of surface streamlines,

pressure, and iso-Lamb scalar surfaces (U = 10 isosurfaces
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Fig. 18 Comparison of wave

profiles between PF CFD and

URANS CFD-based

optimization designs for case 1.

Both evaluated by URANS CFD

Table 5 Comparison of resistance components between PF CFD and URANS CFD-based optimal designs for case 1

Fr = 0.541

CF CPP CPH CP
a CT

Original model 2.918 9 10-3 3.150 9 10-3 -3.185 9 10-4 2.831 9 10-3 5.749 9 10-3

Optimal model case 1 (PF CFD optimization) 2.976 9 10-3 2.297 9 10-3 4.793 9 10-4 2.776 9 10-3 5.798 9 10-3

Optimal model case 1 (URANS CFD optimization) 2.981 9 10-3 2.266 9 10-3 -2.845 9 10-4 1.981 9 10-3 4.962 9 10-3

DCF
b DCPP

b DCPH
b DCP

b DCT
b

Optimal model case 1 (PF CFD optimization) (%) 2.0 -27.1 250.5 -2.0 0.9

Optimal model case 1 (URANS CFD optimization) (%) 2.2 -28.1 10.7 -30.0 -13.7

RT
b Sinkageb Trimb Sb Disp.b

Optimal model case 1 (PF CFD optimization) (%) 108.2 38.4 77.5 107.3 100.6

Optimal model case 1 (URANS CFD optimization) (%) 90.3 49.5 72.6 104.6 100.0

Both evaluated by URANS CFD
a CP = CPP ? CPH

b % original
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are displayed). It is seen that the generation of longitudinal

vortices due to three-dimensional flow separation occurring

near the keel for the original design is significantly reduced

for the presented optimal designs, which also correlates

with the reduction of pressure resistance for those designs.

Further investigation of the URANS CFD SBD/MO ID-

151 design was performed by using the PF CFD method,

and the results from both PF CFD and URANS CFD were

compared (as summarized in Table 6). Notably, the

reduction of RT together with reduction of sinkage and trim

values was confirmed by both CFD methods, although PF

CFD predicts a smaller gain in RT, which can be related to

the aforementioned lack of nonlinear free-surface effects

and hydrostatic pressure component.

Finally, the above discussions lead to the conclusion for

CFD-based optimization that PF CFD is able to provide

some important trends which will be useful to guide design

optimization, especially as far as wave field optimization is

concerned; however, the trend must be corrected by using

higher-fidelity CFD method, e.g., URANS CFD, to yield

more successful optimal design. Since it was considered

that reduction of wavemaking resistance is the most

essential task for all cases investigated in the present study,

the modification trends predicted by PF CFD SBD are

directly applied to define the type A modification method

for URANS CFD SBD with a smaller number of design

variables; and finally URANS CFD SBD is shown to yield

a new design with significantly reduced RT. On the other

hand, URANS CFD SBD results could be used to guide PF

CFD SBD as well, which has not been considered yet in the

present work. A more complete interactive approach where

the systematic interaction between PF CFD SBD and

URANS CFD SBD is implemented will realize a variable

fidelity/variable physics approach in the ship hydrody-

namic research area, and development of such an approach

is our future work, as described later.

7 V&V procedures for evaluating optimization trends,

and selection and EFD validation of optimal design

7.1 V&V procedures for evaluating optimization trends

The authors have proposed a verification and validation

(V&V) procedure for a single-objective optimization

results (Campana et al., 2006). This procedure represents

an extension of one proposed by [21] for single numerical

simulations and piggybacks on a validation approach for

trends [22] by adding verification considerations. With

reference to the uncertainties, we now need a condition that

states that, if the expected improvement DS = SP - SO,
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Fig. 19 Results for case 3 (MO ID-151 and 556). Comparison of

wave profiles between the original and optimal designs. For URANS

CFD-based optimization

Fig. 20 Results for case 3 (MO

ID-151 and 556). Comparison

of wave contours between the

original and optimal designs.

For URANS CFD-based

optimization
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where SP and SO are simulation values for the parent

(original) and optimal designs, respectively, is greater than

the simulation numerical noise UDS
, then the optimized

design is numerically verified, as follows:

DSj j[UDS
¼ ðU2

SNP þ U2
SNOÞ

1=2 ð5Þ

where USNP and USNO are the simulation uncertainties for

the parent and optimal designs, respectively, which may be

assumed equal if the same numerical schemes are used. In

a similar manner, if the improvement measured in the

experiment, DD = DP - DO, where DP and DO are

experimental values for the parent and optimal designs,

respectively, is greater than the experimental noise UDD
,

then the optimized design is experimentally verified, i.e.,

DDj j[ ðU2
DP

þ U2
DO
Þ1=2 ¼ UDD

ð6Þ

The definition of the comparison error E now has to be

modified into an optimizer error, ED, focused on the trend.

Hence, ED can be defined as the difference between the

measured and the expected improvements, DD and DS:

ED = DD - DS. The corresponding uncertainty equation is

UED ¼ ðU2
DD

þ U2
DS
Þ1=2 ð7Þ

The last step is to state that, if the difference between the

measured and the expected improvements is less than the

uncertainty UED , that is

EDj j\UED ; ð8Þ

then we may finally say that the optimized solution is

validated at the interval UED .

7.2 Selection of optimal design for EFD campaign

In the following, selection of the optimal design for the

experimental campaign is discussed. The above-described

procedure to numerically verify the optimal design is

applied for this purpose, to examine whether the

improvement of the design is significant enough. The focus

here is on the URANS CFD SBD/MO ID-151 design, a

F1–F2 compromise optimal design for the case 3 problem,

which indicates considerable improvement over the origi-

nal design, as confirmed by the PF CFD method as well as

U

U ω•=Φ

Original MO ID-151 MO ID-556

Fig. 21 Results for case 3 (MO ID-151 and 556). Comparison of surface streamlines, pressure, and iso-Lamb scalar surfaces. For URANS CFD-

based optimization

Table 6 Comparison of resistance components for URANS CFD-based optimal design, MO ID-151 (case 3 optimal design from URANS CFD

SBD)

DCF
a DCP

a DCT
a DRT

a Sinkagea Trima

URANS CFD evaluation

Optimal case 3 (MO ID-151) (%) 2.2 -30.0 -13.7 -9.3 -50.5 -27.4

PF CFD evaluation

Optimal case 3 (MO ID-151) (%) 0.0 -15.5 -8.7 -4.7 -50.1 -42.1

Evaluations done by both URANS CFD and PF CFD
a % original
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the URANS CFD method. For the numerical verification,

both URANS CFD and PF CFD results were used. The

numerical uncertainties of the URANS CFD results were

estimated by using three grids, i.e., 467,955, 2,352,735, and

3,690,420 points. The aforementioned DS and UDS
are

shown in Tables 7 and 8, for the URANS CFD and PF CFD

results, respectively.

For F1, the expected improvement DS estimated by

URANS CFD and PF CFD was 9.3% and 4.7%, respec-

tively, and the simulation numerical noise UDS
was 3.5%

and 0.7%, respectively. DS is larger than UDS
for both

URANS CFD and PF CFD, leading to the conclusion that

the optimal design is numerically verified by both simu-

lations for F1. For F2, the same scheme is used for both

SBDs, and the expected improvement DS is 40.4%. UDS
for

F2 is not available, but the gain is considered to be sig-

nificant based on the comparative study presented by [15].

In addition, values for sinkage and trim are considered.

The expected improvement DS for sinkage estimated by

URANS CFD and PF CFD was 50.4% and 58.3%,

respectively, and the numerical noise UDS
was 7.5% and

0.7%, respectively. Therefore, DS is larger than UDS
for

both simulations, and the optimal design is numerically

verified for sinkage. The same conclusion is reached for

trim, i.e., the DS estimated by URANS CFD and PF CFD

was 27.4 and 54.7%, respectively, and UDS
was 7.1% and

0.7%, respectively; hence, DS is larger than UDS
for both

simulations, and the optimal design is numerically verified

for trim as well.

In summary, gains for the URANS CFD SBD/MO ID-

151 design are numerically verified by both URANS CFD

and PF CFD for F1, sinkage, and trim, and that for F2 is

considered to be significant enough. Finally, this design

was selected for EFD validation, and further investigation

on the gain and success of the optimization was conducted

as described below.

7.3 EFD campaign to validate optimal design

An EFD campaign was performed at INSEAN towing tank

by using 4-m models for both the original and optimal

designs. The model size is compatible with the main

dimensions of the INSEAN basin no. 2 (250 m long, 9 m

wide, and 4.5 m deep) and avoids blockage effects. All

resistance and seakeeping tests were carried out in this

basin, equipped with a carriage capable of maximum speed

of 10 m/s with precision of forward velocity of about 0.1%.

During the tests, a load cell with reading range of 200 N

was used. The same load cell was applied for both models

and during the whole measurement campaign. Towing

force was registered during the experimental tests, together

with the bow and stern sinkage. Uncertainty analysis was

Table 7 V&V procedure for multiobjective optimization results

URANS CFD

Obj. Model S D E (%) UD (%) USN (%) UV (%)

F1 Original 8.80 (Kgf) 9.91 (Kgf) -12.2 1.0 2.5 2.7

Optimal 7.98 (Kgf) 8.64 (Kgf) -6.5 1.0 2.5 2.7

F2 Original 0.99 2.41 -65.4 – – –

Optimal 0.59 2.14 -71.4 – – –

DS = SP - SO DD = DP - DO UDS
UDD

|ED| UED

F1 (%) 9.3 12.8 3.5 1.4 3.5 3.8

F2 (%) 40.4 11.2 – – 29.2 –

URANS CFD

Model S D E (%) UD (%) USN (%) UV (%)

Sinkage (%LPP) Original -0.00248 -0.0048 -12.2 1.0 5.3 5.4

Optimal -0.00123 -0.0021 -6.5 1.0 5.3 5.4

Trim (�) Original 1.824 1.72 6.0 1.0 5.0 5.1

Optimal 1.324 1.04 27.3 1.0 5.0 5.1

DS = SP - SO DD = DP - DO UDS
UDD

|ED| UED

Sinkage (%) 50.4 56.3 7.5 1.4 5.8 7.6

Trim (%) 27.4 39.5 7.1 1.4 12.1 7.2

For URANS CFD results for the original design and case 3 optimal design (MO ID-151)
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performed for total resistance only for the design speed

of Fr = 0.541, recording ten different resistance time

histories.

The success of the optimization processes was con-

firmed by the experimental measurements. Figure 22

shows EFD results for comparison of total resistance RT,

sinkage, and trim between the original and optimal designs.

At the design speed of Fr = 0.541, those values were

successfully reduced for the optimal design, i.e., gains of

RT (i.e., F1 for case 3), sinkage, and trim are 12.8%D (%

data for the original design), 56.3%D, and 39.5%D,

respectively. It is also shown that the second objective

function F2 is significantly reduced, i.e., 11.2%D. As a

positive side-effect, the reduction of RT occurred in an

extended range of Fr around the design speed, i.e.,

0.4\Fr\ 0.7, where Fr = 0.7 is the maximum Fr used

in the EFD; for example, the reduction of RT at Fr = 0.460

and Fr = 0.622 (i.e., lower and higher Fr for case 2

problem) was 9.9%D and 10.5%D, respectively.

7.4 Validation of optimal results

Finally, the V&V analysis is summarized in the following.

As already discussed, simulations from both URANS CFD

and PF CFD were considered, and the results are shown in

Tables 7 and 8, respectively. Some of the cells in the tables

are empty because uncertainties in the data are currently

not available for F2 due to the nature of the seakeeping test

itself.

UD for F1 was estimated to be 1.0%D for both the ori-

ginal and optimal designs. The actual improvement DD

(12.8%D) is larger than UDD (1.4%D), hence the optimal

design is experimentally verified for F1. F2 also indicates

significant reduction, i.e., DD is 11.2%D. The DD for

sinkage and trim is 56.3%D and 39.5%D, respectively,

while UDD for those values is estimated to be 1.4%D and

1.4%D, respectively; hence, the optimal design is experi-

mentally verified for sinkage and trim. For both SBDs, the

comparison error E for F1, sinkage, and trim was larger

than the validation uncertainty UV. Moreover, the trend of

optimization for F1 for URANS CFD is validated; i.e., ED

is 3.5%D and UED is 3.8%D, i.e., ED is smaller than UED so

the optimal result is validated for F1 at the level of UED.

In summary, trends for total resistance, sinkage, and

trim between the original and URANS CFD SBD/MO ID-

151 optimal design were numerically and experimentally

verified by the present EFD and CFD methods. The trends

in the optimal results were correctly predicted by both CFD

methods, and the URANS CFD SBD design was validated

in terms of total resistance at the level of UED. To complete

the validation of each variable, higher-resolution compu-

tational grids will be needed to resolve flow complexities,

particularly for the present high-speed catamaran

applications.

Table 8 V&V procedure for multiobjective optimization results

PF CFD

Obj. Model S D E (%) UD (%) USN (%) UV (%)

F1 Original 10.6 (Kgf) 9.91 (Kgf) 7.0 1.0 0.5 1.1

Optimal 10.1 (Kgf) 8.64 (Kgf) 14.7 1.0 0.5 1.1

F2 Original 0.99 2.17 -54.4 – – –

Optimal 0.59 1.99 -70.4 – – –

Obj. DS = SP - SO DD = DP - DO UDS
UDD

|ED| UED

F1 (%) 4.7 12.8 0.7 1.4 8.1 1.6

F2 (%) 40.4 11.2 – – 29.2 –

PF CFD

Model S D E (%) UD (%) USN (%) UV (%)

Sinkage (%LPP) Original -0.0056 -0.0048 -12.2 1.0 0.5 1.1

Optimal -0.0028 -0.0021 -6.5 1.0 0.5 1.1

Trim (�) Original 2.24 1.72 30.2 1.0 0.5 1.1

Optimal 1.30 1.04 25.0 1.0 0.5 1.1

DS = SP - SO DD = DP - DO UDS
UDD

|ED| UED

Sinkage (%) 58.3 56.3 0.7 1.4 2.1 1.6

Trim (%) 54.7 39.5 0.7 1.4 15.1 1.6

For PF CFD results for the original design and case 3 optimal design (MO ID-151)
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8 Concluding remarks

Numerical optimization of the initial design of a fast cat-

amaran, i.e., HSSL-B, was carried out through SBD

frameworks, based on advanced free-surface URANS and

PF solvers and GO algorithms. Three optimization prob-

lems, including single- and multiobjective optimization

problems, proposed by designers from Bath Iron Works,

were successfully solved, and finally an experimental

campaign was carried out to validate the optimal design.

Those results were evaluated by using a new V&V meth-

odology for assessing uncertainties and errors in simula-

tion-based optimization.

Based on numerical verification to identify meaningful

improvements over the original design, the URANS CFD

SBD/MO ID-151 optimal design for case 3 problem was

selected for an EFD campaign. The success of the opti-

mization processes was confirmed by the EFD results. At

the design speed of Fr = 0.541, values for the optimal

design were successfully reduced; and through the afore-

mentioned V&V procedure, the trends in total resistance,

sinkage, and trim between the original and optimal designs

were numerically and experimentally verified, and the

trend in total resistance was validated.

In the present study, PF CFD SBD and URANS CFD

SBD were used in a complementary manner. Since PF CFD

SBD is less expensive, a greater number of design variables

was used to explore even somewhat drastic redesigns.

Then, the results were used to guide the more expensive

URANS CFD SBD, which uses fewer design variables.

Through practicing this approach, we reached the conclu-

sion for CFD-based optimization that PF CFD is able to

provide some important trends which will be useful to

guide design optimization, especially as far as wave field

optimization is concerned; however, the trend must be

corrected by using higher-fidelity CFD methods, e.g.,

URANS CFD, to yield more successful optimal design. An

SBD where the systematic interaction between PF CFD

SBD and URANS CFD SBD is implemented will realize a

variable fidelity/variable physics approach in the ship

hydrodynamic research area. The idea of combining low-

fidelity models together with occasional (heuristic)

recourse to high-fidelity models (for monitoring the pro-

gress of the algorithm) is not new (e.g., [23]). Here, we

want to introduce a new algorithm for optimizing a non-

linear function whose first-order derivatives do not exist, or

exist but are unavailable.

Hence, in our future work, further development of our

SBD is also of great interest, such as introduction of the

above-mentioned physics-based variable-fidelity RANS/

PF approach, implementation of a complete interface

among the two optimization methods developed in the

present work, free-surface URANS solvers, computer-

aided design (CAD) systems, and demonstrations for

waterjet/hull optimization problems. Finally, the ongoing

transition of our SBD to the ship building industry and

research institutions must be completed (for current sta-

tus, see [1]).
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The present work focuses on the application of simulation-based design for the resistance optimization
of waterjet propelled Delft catamaran, using integrated computational and experimental fluid dynamics.
A variable physics/variable fidelity approach was implemented wherein the objective function was evalu-
ated using both low fidelity potential flow solvers with a simplified CFD waterjet model and high fidelity
RANS solvers with discretized duct flow calculations. Both solvers were verified and validated with data
for the original hull. The particle swarm optimizer was used for single speed optimization at Fr = 0.5,
and genetic algorithms were used for multi speed optimization at Fr = 0.3, 0.5 and 0.7. The variable
physics/variable fidelity approach was compared with high fidelity approach for the bare-hull shape opti-
mization and it showed an overall CPU time reduction of 54% and converged to the same optimal design
at Fr = 0.5. The multi-speed optimization showed design improvement at Fr = 0.5 and 0.7, but not
at Fr = 0.3 since the design variables were obtained based on sensitivity analysis at Fr = 0.5. High
fidelity simulation results for the optimized barehull geometry indicated 4% reduction in resistance and
the optimized waterjet equipped geometry indicated 11% reduction in effective pump power required at
self-propulsion. Verification was performed for the optimized hull form and its reduction in powering will
be validated in forthcoming experimental campaign.
Keywords: Simulation-based design, ship design, waterjet propulsion, variable fidelity

1. Introduction

Waterjet (WJ) propulsion features shallow draft design, smooth engine load, less
vibration, lower water borne noise, no appendage drag, better efficiency at high
speeds and good maneuverability. Pre-designed waterjets are readily available for
any type of vessel based on the engine power, resistance curves, and the design
speed of the ship. However, the performance of the WJ systems with respect to in-
let efficiency, velocity distribution at the impeller plane, and cavitation inception at
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cutwater, rely on the inlet velocity ratio (IVR), which depends on the specific hull
shape in addition to the speed of operation. Optimization of the pre-designed water-
jets with regard to the specific hull forms would considerably improve the powering
performance.

Recent developments in CFD and high performance computing have significantly
advanced simulation-based design (SBD) optimization of ship hull forms and greatly
reduced the cost incurred by traditional build and test approaches. Campana et al.
[5] provides an overview of all the relevant aspects involved in the development of
an up-to-date SBD framework for ship design: optimization algorithms to explore
the design space in search for the optimum design, automatic mesh and geometry
modifiers and analysis tools for evaluating the objective function and drive the opti-
mization algorithm.

The analysis tools used for SBD optimization vary in levels of approximation,
progressing from linear 2D slender body theory, to non-linear 3D panel methods, to
detailed RANS calculations including all ship appendages. Stern et al. [26] gives a
detailed overview of the different fidelity codes used at different stages of the SBD
process. Combinations of different methods, namely “zonal” or “domain decompo-
sition” approaches have also been developed. Janson and Larson [14] divided the
domain into three zones for the simulation-based optimization of a series 60 hull.
The first zone covers the entire hull and a part of its surrounding free-surface and
uses a free-surface Rankine-source type potential-flow method. The second zone is
a thin layer at the hull surface and uses a momentum integral type boundary layer
method. The third zone includes the aft part of the hull and uses RANS. The zones are
computed in sequence and boundary conditions are generated for succeeding zones.
This approach reduces the computational time considerable compared to a full RANS
solver. However, since the viscous non-linear effects on the waves were neglected,
experiments carried out for the original and the optimized hull did not validate the
resistance improvements obtained in the computations. The computations predicted
the right trend, but underpredicted the wave resistance magnitude. Consequently, the
authors recommend the use of a Navier–Stokes solver with free-surface calculations
for future work. Similar observation was made by Kandasamy et al. [17] where the
early stage potential flow optimization predicted the correct trend but underpredicted
the wave resistance magnitude for a foil-assisted semi-planning catamaran.

Numerical optimization algorithms for automatic optimal design are independent
of the flow-solver complexity, which is however an issue (and has to be properly
treated via variable fidelity and/or metamodels approaches, see Campana et al. [5])
when the computational cost is large. Gradient based optimization methods are clas-
sified as local optimization schemes since they require the calculation of the gradient
of the objective function and hence may get stuck in a local minimum. Meta-heuristic
optimization methods such as genetic algorithms and particle swarm optimizers are
classified as global optimization algorithms since they are derivative-free and less
prone to getting stuck in a local minimum. However, they are much more expensive
in terms of number of objective function evaluations needed for the achievement of
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the convergence of the algorithm, and they are typically very slow to converge at the
precise optimal value. Finally, the way in which the automatic geometrical and vol-
ume (or surface) grid changes are handled is the third important block of any SBD
tool. The computational grid adopted in the analysis must be deformed, in back-
ground, each time there is a new perturbed design to be evaluated, trying to preserve
at the same time the quality of the new mesh. In conjunction with RANS solvers,
regridding issues may become extremely relevant to the performance and the final
result of the optimization.

The main objective of the current hydrodynamic optimization was to implement
a multi-pronged parallel optimization for powering optimization of a WJ-propelled
catamaran at Fr = 0.5, using different features of the SBD toolbox. A complemen-
tary multi-speed optimization study was also carried out for three different speeds,
Fr = 0.3, 0.5 and 0.7. The toolbox used for the optimization is a product of the long-
term ongoing collaboration between IIHR, INSEAN and NMRI research groups. The
toolbox consists of the high fidelity (HF) URANS solver CFDShip [6], and the low fi-
delity (LF) linearized potential flow solver WARP [2], two evolutionary optimization
algorithms, namely a multi-objective genetic algorithms – MOGA [29] and a particle
swarm optimization (PSO) method [5]. It also contains different geometry modifi-
cation tools and meta-modeling techniques, namely a free form deformation (FFD)
approach [4] and different morphing techniques. Previous versions of the toolbox
have been successfully used for progressively complex designs, namely, mono-hull
surface combatant [4], multi-hull high speed sea lifts [29], SWATH displacement
ships [28], foil-assisted semi-planing catamaran ferries [17] and uncoupled barehull
and WJ inlet optimization of JHSS mono-hull [18]. The current study extends the
SBD toolbox to the water-jet propelled Delft catamaran (DC) that has pronounced
WJ-hull interaction caused by the hull contour at inlet, unlike JHSS that has a flat
intake. The absence of gooseneck and multiple adjacent waterjets makes it more cost-
effective for forthcoming build and test validation of the optimized hull form. The
multi-hull geometry provides additional opportunities to explore asymmetric effects
of the demi-hulls on wave interference and inlet air-entrainment. Sufficient model
testing data of the original hull is available for code validation and data has already
been used as a benchmark for many hydrodynamic performance and validation stud-
ies; e.g., effects of separation distances [12], sea-keeping [7], manoeuvring [19], and
also for the development of the integral force/moment CFD WJ model [16].
Since viscous effects involving boundary layer ingestion play a significant part in

the WJ-hull interaction efficiency and the WJ inlet ducting efficiency, potential flow
methods cannot be used for the duct inlet optimization. Hence, a variable physics ap-
proach is used for initial hull-form optimization with the simplified CFD WJ model
to replicate the effects of the WJ without simulating the duct flow. The best perform-
ing hull is then attached with the discretized WJ duct for detailed inlet optimization
using the high fidelity RANS solver with an actuator disk model to replicate the ef-
fects of the impeller.
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2. � � � methodology

The SBD methodology comprises of three main parts: the optimizer, the geometry
modification methods and the analysis tools (in the case of fluid dynamic optimiza-
tion the latter are flow solvers, Fig. 1). The analysis tools send the evaluated objective
functions for a certain set of design variables to an optimizer, which searches for their
minimum value under the general non-linear programming mathematical framework
and continually updates the design variables. Geometry modeling methods provides
the link between the two by deforming the hull shape based on the updated design
variables.

2.1. Optimizers

The SBD toolkit features two derivative-free, global optimization algorithms: PSO
is a single/multi-objective global optimization algorithm and MOGA that is primar-
ily a multi-objective optimization algorithm, but can also be used for single objective
problems by setting the second objective function equal to the first one. MOGA is
a stochastic algorithm, since the final results depends on the random variables in-
volved in the initial formulation, whereas a new deterministic version of the original
stochastic.

2.2. Geometry modification methods

Three different options are available for parametric design: B-splines, FFD tech-
nique and morphing. With B-splines, the hull form deformation is controlled by the
position, direction and magnitude of the knot vectors that form the basis of the de-
sign variables. With FFD, the hull form is embedded into a parallelepiped, split by
a number of coordinate planes. Crossings between the planes are the control points
of the FFD, and the movement of the control-points results in the deformation of the
volume, and the embedded hull. With morphing [24], the grid points are obtained
as the weighted sum of the corresponding corners of the base grids, and weights are
represented by the design variables of the optimization problem.

Fig. 1. SBD toolbox and methodology.
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2.3. Solver methods

Two options are available for the choice of flow solver CFDShip-Iowa developed
at IIHR is used as HF analysis tool, and the potential flow solver WARP, developed
at INSEAN is adopted as LF code.

2.3.1. CFDShip-IOWA
The URANS solver uses a single-phase level set method to predict the free sur-

face. A second order upwind scheme is used to discretize the convective terms of
momentum equations and a pressure-implicit split-operator algorithm is used to en-
force mass conservation on the collocated grids. The pressure Poisson equation is
solved using the PETSc toolkit. All the other systems are solved using an alternating
direction implicit method. For a high performance parallel computing, a MPI-based
domain decomposition approach is used, where each decomposed block is mapped to
one processor. A simplified body force model is used for WJ simulation to prescribe
axisymmetric body force within the duct.

2.3.2. WARP
The WARP potential code is a classical boundary-element method solver. To solve

numerically the set of integral equations arising from the Laplace equation arising
from the potential flow description of the problem, the wetted hull surface and a
region of the free surface are discretized into plane elements of quadrilateral shape.
The free surface boundary conditions are linearized around the calm water level.
Derivatives of the velocity potential are obtained analytically. The viscous terms are
not directly considered during the solution, and an accurate estimate of the wave
resistance is obtained, by pressure integration or by wave cut analysis. The frictional
contribution is obtained by means of a locally adapted ITTC formula, where a local
Reynolds number is used for each panel, based on the local velocity. The code allows
for free sinkage and trim: the hull position is obtained by the equilibrium of the forces
on the hull and the WJ induced forces and moments prescribed by the simplified CFD
WJ model.

2.3.3. Water-jet models
The WJ duct flow can either be simulated through a discretized duct with an em-

bedded actuator disk model to replace the pump system, or by using the simplified
CFD WJ model to replace the whole duct control volume.

Simulations with embedded actuator disk model for WJ propelled JHSS have been
validated recently by Delaney et al. [9] without free-surface calculations, and Takai
et al. [31] who included free-surface calculations. Delaney et al. [9] indicated that
the exclusion of the shaft in the actuator model had negligible influence on the per-
formance analysis of the WJ system and they showed less than 1% error for self-
propulsion flow rate, whereas Takai et al. [31] showed a 6% error which is attributed
to overset grid interpolation errors within the duct.
The simplified CFD WJ model is used here to incorporate the effects of the WJ

induced vertical forces and pitching moments on the sinkage and trim of the hull,
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Fig. 2. CFD Waterjet model control volume.

without requiring detailed simulations for the WJ duct flow during the bare-hull op-
timization. The model uses the control volume shown in Fig. 2, which is selected
with consideration to implementation simplicity in CFD using the same bare-hull
grid by representing the WJ system by vertical reaction forces and pitching reaction
moment, and by representing the WJ/hull interaction using a vertical stern force.
The detailed duct flow calculations from the original hull provide the WJ induced
vertical forces and pitching moments to be used during the hull shape optimization.
Details of the model are provided in Kandasamy et al. [16] who validated its usage
for WJ propelled DTMB-5594. Detailed waterjet flow simulation results from JHSS
and DC were also used to investigate feasibility of deriving correlations based on
the WJ geometry and IVR at working point. Ultimately, the model will be of most
use if these generalized correlations can be obtained, which would provide the WJ
induced forces and moments without prior experiments and/or detailed simulations
of the duct flow.

2.4. Variable fidelity/variable physics approach

Numerical optimization in the naval field is shifting toward the use of High Fi-
delity (HF) CFD solvers, increasing the level of the physical content of the applied
mathematical models adopted to guide the optimizer. This is done at the expense
of computational power required for the analysis of the different designs, required
during the course of the optimization.

One possible strategy to reduce the computational effort is to reduce the calls to
the HF solver using approximation and/or interpolation models. A limited number of
expensive HF simulations that sample the design space by some proper technique is
used to obtain an approximation of the objective function (a meta-model, e.g. [23]).
The optimization is then carried out using the meta-model whereas the optimum
is checked using the HF code. The accuracy of the meta-model is then increased
with every new point and the process is iterated until some kind of convergence is
obtained.
The main criticism formulated for the use of meta-models is based on the difficul-

ties in deriving a reliable approximation of the objective function when the number of
variables is not small. An attractive alternative is based on the idea of exploiting two

─ 470 ─ ─ 471 ─



M. Kandasamy et al. / Simulation based design optimization 283

or more physical models of different complexity (fidelity) for computing the same
objective function. A Low Fidelity (LF) solver, fast but relatively simple, is adopted
in conjunction with a High Fidelity (HF) solver, more reliable but time consuming.
This simple – and old idea in engineering approaches to solve complex problems –
is then “reinforced” with a solid mathematical background for the determination of
the correlation law between HF and LF that gives an answer to the obvious ques-
tion of when to switch from HF to LF and vice-versa. This represent the core of the
VF/VP approach. The problem is solved using the fast LF tool, and the trust region
approach (the mathematical theory) gives the rules for the systematic switch from
LF to HF. Large CPU time savings (of the order of 50% and more, depending of the
application) are obtained while the consistency between the two formulations (with
and without VF/VP) is guaranteed.
The first proposal of the formulation of the VF/VP framework was presented for

gradient based approaches and local optimization problems [1]. The essence of the
idea stems from the basic Taylor series: any continuous and differentiable function
of N variables can be locally expanded in Taylor series, so that in the neighborhood
of the computational point x0 holds the relationship:

f (x) = f
(
x0)+

N∑
i=1

∂f

∂xi

(
xi − x0

i

)
+O2. (1)

Now, if we have two different models (LF and HF) to compute the same objective
function, we can define a gap function as the difference of the two values at any x
point of the N-design space:

β(x) = fHF(x) − fLF(x). (2)

So that:

fHF(x) = β(x) + fLF(x). (3)

From Eq. (3) follows that if the value of β(x) is known over all the space, the HF
would have been not needed anymore. The value of the LF function plus the gap
function β would have then given the correct HF value. The problem is therefore
shifted on the computation/evaluation of β(x), in which the Taylor series intervenes.
If we apply a Taylor expansion of β around the current design point x0, and we stop
at the first order as in previous equation, we obtain an approximation of β, say βT .
Obviously, βT is exact only at the linearization point x0, while some discrepan-
cies arise once we move away from x0. We call trust region the portion of space in
which the βT model is considered trustable, i.e. sufficiently accurate. This region is
assumed spherical and centered in the linearization point x0 and with trust-region
radius ρ that can be adjusted dynamically.
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The missing quantities to compute βT are the value of β(x0) and the derivatives of
β(x) with respect to the design variables. If we are using a derivative-based optimiza-
tion algorithm, these quantities are needed in any case, and we can compute them at
the first step of the optimization algorithm. Since then, we are using the LF values
plus correction, and we check the correctness of the approximation βT by compar-
ing the true HF value and the approximated HFT = βT + LF. In a derivative-based
algorithm, two different phases are identified: firstly, the gradient of the function is
computed, and it is applied as is, or combined with previous values, in order to detect
a descent direction. After that, a line search is performed along the descent direction
and the minimum value of the objective function is identified along this line. All
the computations required in these phases are computed by using LF prediction plus
βT . At the end of the line search, HF is computed and compared with HFT , and the
relative difference is evaluated as

r =
HF2 − HF1

HFT2 − HFT1
. (4)

Where subscripts 1 and 2 indicate respectively the initial and final point of the
line search: r represents the ratio between the real and estimated improvement. We
can call it consistency check, since this is checking the consistency between the full
HF problem and the VF/VP problem. If r is sufficiently close to the unit value, we
can trust the local model βT inside this region and the trust region radius can be
increased. On the contrary, this is a sign that we cannot trust the model up to that dis-
tance, and the radius of the region is to be reduced: the step length of the line search
is reduced, and another solution is computed, and the consistency check repeated.
If the check fails repeatedly, and becomes too small, the model is recomputed and
re-initialized.

This classical formulation is well suitable for local optimization methods based
on derivatives. Results for ship design applications are reported in [23], where sav-
ings of about 75% are obtained. However, if a global optimization algorithm is ap-
plied, and derivatives are not computed, the framework is no longer convenient, since
the initialization of the approximated model βT requires the derivatives of both the
LF and HF objective function. Consequently, a global approximation/interpolation
model of the scaling factor β is needed: in this case, kriging interpolation model is
applied. The trust region radius is no longer a singled value function, but depends on
the computational point. Since we are using PSO algorithm for optimization, we can
assign a different ρi for each (ith) particle of the swarm. Each time both HF and LF
are computed, the consistency check is performed. If the new position of the particle
is located inside the trust region, HF is not computed, and only LF plus correction
is adopted. If the current best is improved, HF is computed, since the new position
would replace one of the attractors of the swarm, and we must verify the accuracy of
the prediction by βT + LF.
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3. Experimental methods

3.1. Model design and test plan

BSHC constructed a DC model with the main particulars tabulated in Table 1 and
equipped it with available stock WJ.

Initial testing showed excessive swirl and immersion of the nozzle, which was
rectified by adding extra fins at the stator and reducing the nozzle diameter. The new
design showed significant reduction in swirl and nozzle immersion. The DC model
was then shipped to INSEAN, who repeated the self-propulsion tests as a precursor
to forthcoming validation tests on the optimized design.
For towed bare hull (BH) experiments, the difference between the two facilities

was the location of the vertical pivot point. BSHC had a pivot point located above
the LCG = 1.91 m with KG = 0.28 m, whereas INSEAN used hinges at FP and
AP and adjustable height sliding towing post which allowed the pitch motions to be
centered about the center of gravity during self-propulsion tests, i.e., LCG = 1.91 m,
KG = 0.34 m.
For self-propelled (SP) experiments, BSHC assumed symmetry and performed

measurements only on the starboard side WJ, whereas INSEAN performed mea-
surements on both sides to account for installation uncertainty between the port and
the starboard waterjets. Both facilities followed the ITTC [13] procedural guidelines
described in detail in [20] and [21].

3.2. Overview of WJ test procedures

The ITTC Propulsion Committee [13] recommends the ‘momentum flux method’
using control volume analysis for prediction of the powering performance of a WJ

Table 1
Particulars of the DC geometry

Main particulars Symbol Model
Length overall, m LOA 3.8220
Length between perpendiculars, m LPP 3.6274
Length on waterline, m LWL 3.6274
Breadth moulded, single hull, m B 0.2904
Clearance b/n hull CPs, m – 0.8470
Draft at FP, m TF 0.1815
Draft at AP, m TA 0.1815
Displacement volume, m3 Δ 0.0770
Prismatic coefficient∗ CP 0.6160
Block coefficient∗ CB 0.4027
Longitudinal C.B.∗∗ LCB −0.0970
Wetted surface area (bare hull), m2 5 1.4220
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Fig. 3. Control volume for momentum-flux method: (a) EFD stations, (b) CFD inflow boundary shape.
(Colors are visible in the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

driven ship [32]. The control volume shown in Fig. 3(a) is defined by a stream-
tube consisting of the inlet (AB), an upstream imaginary surface in the flow through
which it is assumed no mass transport occurs (BC), ducting system, pump, nozzle
and outlet. The control volume boundaries capture all inflow, outflow of WJ system,
and provide ease of measurement of volume flow-rate (QSP), and momentum and
energy fluxes.
For all tested craft speeds, the inflow boundary was assumed rectangular and its

size was determined from BH inlet velocity-field measurements. Fig. 3(b) shows the
CFD inflow boundary at Fr = 0.5, which is elliptical similar to previous simulations
[31]. Van Terwisga [32] concluded that the inlet capture area for Athena was also
elliptical, but the shape does not have significant effect on the ingested momentum
and energy flux. The net jet thrust (TNET) of the WJ system is obtained from the net
rate of change of momentum over the control volume.

The WJ-hull system is decomposed into a BH system and a WJ system. This
facilitates independent evaluation of the pump efficiency (ηpump), ducting efficiency
(ηduct), jet efficiency (ηjet), and the thrust deduction factor (1 − t) that constitute the
overall WJ system efficiency (ηd). Note that the last term (1− t) can be alternatively
expressed as a product of wake fraction (1 − w), and hull efficiency ηH = (1 −
t)/(1−w), but were not essential for the present application, which focusses mainly
on ηduct.

ηd = ηpump × ηduct × ηjet × (1 − t). (5)
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Fig. 4. Waterjet system decomposition.

Figure 4 illustrates the flow of energy from the prime mover to the BH system
through the WJ system, which comprises of the pump, duct, and jet systems. The
measured BH resistance (RBH) and TNET at SP velocity (VShip) allow for the calcu-
lation of PE and PTE, respectively.

PE = RBH × VShip, (6)

PTE = TNET × VShip. (7)

PJSE is obtained from energy flux difference between station 7 (E7) and station 1
(E1), and PPE is obtained from energy flux difference between station 5 (E5) and
station 3 (E3).

PJSE = E7 − E1, (8)

PPE = E5 − E3. (9)
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Table 2
Powering and motions UFB

BH SP

RBH σBH τBH QSP TNET σSP τSP
UFB (%D̄) 0.7 7.7 9.8 0.1 0.7 2.9 0.9

PD is obtained from the measured revolutions per second (n) and toque (τ )

PD = 2π × n× τ. (10)

The theoretical framework proposed by the specialist committee was standardized
and validated by means of a rigorous experimental campaign from seven institutes on
an Athena model at Fr = 0.6 [32]. Subsequently, NSWCCD conducted extensive WJ
powering experiments the JHSS model equipped with four adjacent waterjets [15].

3.3. DC model test results

Quantitative estimation of facility bias [25] requires a minimum of three facilities.
Here, data (D) is available from two facilities, and a qualitative estimate for facility
bias (UFB) can be obtained as a percent of the mean data (D̄).

UFB =

∣∣∣∣
DINSEAN −DBSHC

2

∣∣∣∣%D̄. (11)

Figure 5 shows the data from the flow rate measurements of the bollard pull tests
and the velocity profile measurements at stations 1 and 6, used for the momentum-
flux analysis. Figure 6 compares RBH,TNET,QSP, and the dynamometer shaft thrust
(TS) and Fig. 7 compares σ and τ for both BH (hollow symbols) and SP (filled
symbols) conditions. For the towed BH tests, the facilities show very good agreement
of all data up to Fr = 0.5. UFB for RBH progressively increases from 1.5% at Fr =
0.5, to 3.5% at Fr = 0.7. UFB for sinkage σBH increases with increasing Fr, and
the resulting variation in dynamic wetted area accounts for larger UFB for RBH at
higher Fr. Though the facilities have different vertical pivots, trim τBH shows good
agreement over the entire Fr range with average UFB = 9.8%. For Fr < 0.4, D̄ for
τBH approach zero resulting in large UFB values.

For SP measurements, QSP shows very good agreement over the Fr range with
average UFB = 0.1%. Table 2 provides a summary of the UFB values for the BH and
SP measurements.
Figure 8 shows the comparison of the decomposed system efficiencies. Accurate

calculation of PPE requires measurement of pressure head at stations 3 and 5, which
is challenging and expensive. Instead, both facilities used the product of TS and VShip
as an approximate measure for PPE. Since energy fluxes at stations 1 and 7 were
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Fig. 5. Flow rate and velocity profiles: (a) Bollard pull flow rate measurements, (b) Velocity profile at
station 1, (c) Velocity profile at station 6. (Colors are visible in the online version of the article; http://dx.
doi.org/10.3233/ISP-130098.)

not calculated, PJSE is unavailable and ηduct and ηjet are not decomposed. ηduct ×
ηjet = PTE/PPE is reported instead. UFB values for the decomposed efficiencies are
tabulated in Table 3.

3.4. Analysis of experimental results

3.4.1. Performance analysis of DC WJ
An indication of the DC WJ design performance is obtained by comparing its

efficiencies with JHSS (Table 4) which serves as a benchmark [15]. All system effi-
ciencies for DC are smaller than JHSS.

JHSS has a larger ηpump since the experiments used full-scale thrust loading simi-
larity with the incorporation of an added tow force. The excess energy of the ingested
working fluid due to the added tow force creates a higher ram pressure at the impeller
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Fig. 6. Powering performance data. (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/ISP-130098.)

Fig. 7. Sinkage and trim data. (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/ISP-130098.)

plane resulting in better pump performance. Without an added tow force, the DC re-
quires larger QSP and n and the pump operates at a larger specific speed resulting in
a reduced efficiency.

This disparity also accounts for the difference in thrust deduction factor (1 − t) as
the larger QSP causes larger suction pressure at the inlet, and hence a greater increase
in σSP and τSP resulting in larger TNET.

─ 478 ─ ─ 479 ─



M. Kandasamy et al. / Simulation based design optimization 291

Fig. 8. Decomposed system efficiencies. (Colors are visible in the online version of the article; http://dx.
doi.org/10.3233/ISP-130098.)

Table 3
Decomposed efficiencies UFB

ηD ηpump ηduct × ηjet 1 − t

UFB (%D̄) 2.1 0.5 1.3 1.2

Table 4
Decomposed efficiencies comparison

ηD (%) ηpump (%) ηduct × ηjet (%) 1 − t (%)
DC 28 45 66 85
JHSS 45 58 85 91

The jet velocity ratio JVR = Vship/Vjet and IVR = Vship/Vpump influence ηjet and
ηduct values, respectively. Note, to keep JVR and IVR values bounded when Vship
goes to zero, the definitions used here follow Bulten [3], which is the reciprocal of
that used in some literature.

JVR for DC and JHSS are 0.60 and 0.66, respectively. For optimal ηjet, JVR values
should be in the range of 0.65 and 0.75 [3]. Lower JVR values for DC result in excess
axial kinetic energy loss into the wake, thereby reducing ηjet.

IVR for DC and JHSS are 1.83 and 1.7, respectively. Waterjets with IVR values
greater than 1.8 have increased risk of separation at the top side of the inlet due
to sudden flow deceleration [3], thereby reducing ηduct. CFD simulations confirmed
the occurrence of flow separation for DC, making the inlet a good candidate for
optimization.
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Table 5
Comparison of UFB

TNET (%) QSP (%) σSP (%) τSP (%)
Athena ±18 ±5 ±116 ±27
DC ±0.7 ±0.1 ±2.9 ±0.9

3.4.2. Analysis of facility bias
The ITTC [13] standardized experimental campaign on the Athena model, which

was conducted by seven facilities, provides a basis of comparison for UFB. The val-
ues are compared in Table 5, and UFB for DC are significantly smaller. Both BSHC
and INSEAN participated in the experimental campaign on the Athena model, but
have had limited experience with the ITTC WJ model since that time.

4. Verification and validation

Qualitative validations of the HF and LF solutions were performed for both BH
and SP cases over the Fr range. Detailed quantitative verification and validation was
performed for Fr = 0.5.

4.1. Overview of V&V methodology

Verification and Validation procedures follow Stern et al. [27]. Verification proce-
dures estimate numerical uncertainties (USN) based on iterative (UI) and grid (UG)
uncertainties

USN =
√

U2
I + U2

G. (12)

Grid convergence studies are carried out for three solutions (S) with systematic
refinement ratio r = Δx2

Δx1
= Δx3

Δx2
, where 3, 2 and 1 represent the coarse, medium, and

fine grids, respectively. Solution changes ε and the convergence ratio R are defined
as εij = Si − Sj and R = ε12

ε23
. For monotonic convergence, 0 < R < 1, factor

of safety method [34] is used for estimations of UG. The ratio P = pRE
pth

is used to
estimate the factor of safety and UG is given by

UG =

{
(2.45 − 0.85P )|δRE|, 0 < P � 1,
(16.4P − 14.8)|δRE|, 1 < P , (13)

where,

δRE =
ε21

rpRE − 1
. (14)
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For oscillatory convergence, −1 < R < 0, UG is estimated from the upper and
lower bounds of the oscillation. UG is undefined for monotonic divergence, R > 1,
and oscillatory divergence, R < −1.
Validation procedure defines the comparison error (E) and the validation uncer-

tainty (UV) using experimental benchmark data (D) and its uncertainty (UD). If UV
bounds E, the combination of all the errors in D and S is smaller than UV and vali-
dation is achieved at the UV interval, where

E = D − S, (15)

UV =
√

U2
D + U2

SN. (16)

4.2. HF and LF models

Table 6 provides the WJ induced vertical forces (CTz) and moments (MTy) about
the centre of gravity, non-dimensionalized by the Vship and LWL.

Figure 9 shows the overset WJ grid used for HF simulations of duct flow using
the actuator disk model. Tnet and PPE vary relative to the square and cube of QSP,
respectively, and hence accurate prediction of QSP is vital. For the current study, the
duct was discretized using a single structured grid, which overlaps with the hull grid

Table 6
WJ induced forces and moments

Fr CTz MTy
0.3 −0.03 × 10−4 0.02 × 10−4

0.5 −3.93 × 10−4 1.61 × 10−4

0.7 −1.35 × 10−4 0.82 × 10−4

Fig. 9. Overset grid for duct discretization. (Colors are visible in the online version of the article;
http://dx.doi.org/10.3233/ISP-130098.)
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Table 7
Multi-block grid densities

Block # Description # grid pts
1 Inner-hull 3,540,908
2 Outer-hull 3,540,908
3 Duct 4,099,579
4 Refinement 2,285,061
5 Background 4,355,778

Total 17,822,233

at the inlet and the nozzle exit since additional overset grids inside the duct cause
interpolation errors as seen in Takai et al. [31].
Table 7 shows the fine grid (S1) densities for the overset blocks used for the HF

simulations. The HF and LF solvers used systematic refinement ratios r =
√

2 and 2,
respectively.

For LF, the same number of grid panels has been used for hull and free surface:
6000 on S1, 3000 on S2 and 1500 on S3, for a total number of panels of 12,000 on
S1, 6000 on S2 and 3000 on S3. For HF simulations the grids densities for S1, S2 and
S3 are 17.8M, 6.3M and 2.3M, respectively.

4.3. Qualitative validation over Fr range

HF solutions using the medium grid were obtained at Fr = 0.3, 0.5 and 0.7 for
both BH and SP simulations. LF solutions were obtained over the Fr range for BH
simulations, and at Fr = 0.5 using the simplified CFD WJ model. The solutions are
compared with D̄ over the Fr range in Fig. 10.
For BH simulations,RBH for both HF and LF calculations agree well with D̄. σ for

LF calculations are under-predicted for Fr < 0.5 and over-predicted for Fr > 0.5 and
τ calculations show a reversed trend. σBH for HF calculations are under-predicted for
all values and τBH is under-predicted at Fr = 0.5.

For SP simulations, both HF and LF calculations under-predict TNET, QSP and
σSP for Fr � 0.5. Data is unavailable for Fr = 0.3. τSP is over-predicted by HF and
under-predicted by LF.

4.4. Quantitative V&V at Fr = 0.5

At Fr = 0.5, a grid verification and validation study was conducted for both bare-
hull and self-propelled simulations. RBH, σBH and τBH for both LF and HF sim-
ulations are tabulated in Table 8. UI is negligible and USN = UG. Both HF and
LF solutions show monotonic grid convergence for all the quantities. For all cases,
0 < R < 1, and monotonic convergence was achieved. For HF calculations P < 2
and reasonably close to 1. For LF calculations P > 3, which make the USN calcu-
lations unreliable since the available database used by Xing and Stern [34] for the
development of the factor of safety method was restricted to P < 2.
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Fig. 10. Qualitative V&V. (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/ISP-130098.)

Table 8
BH verification of HF and LF solutions

S3 S2 S1 R P USN
HF BH

RBH 84.75 86.03 86.52 0.38 1.39 2.78
σBH 3.173 3.188 3.192 0.29 1.82 0.17
τBH 1.569 1.669 1.712 0.43 1.22 9.79

LF BH
RBH 86.70 87.97 88.09 0.12 3.00 0.26
σBH 4.129 4.188 4.191 0.50 6.92 0.05
τBH 1.754 1.790 1.794 0.11 6.34 0.04
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Table 9
BH validation of HF and LF solutions

D UFB UV E

HF LF HF LF

RBH 89.06 3.00 3.85 3.01 0.55 −1.09
σBH 3.182 1.31 1.31 1.31 0.20 31.57
τBH 1.751 1.00 9.84 1.00 2.33 2.63

Table 10
SP verification of RANS and LF solutions

S3 S2 S1 R P USN
HF SP

QSP 1.860 1.897 1.915 0.49 1.04 2.15
TNET 96.16 102.02 104.22 0.38 1.41 2.91
σSP 4.731 4.855 4.762 – – 1.29
τSP 2.763 2.585 2.687 – – 3.64
PPE 194.87 201.12 204.02 0.46 1.11 4.16

LF SP
TNET 93.13 94.39 95.02 0.45 2.29 0.7
σSP 4.845 4.827 4.883 – – NA
τSP 2.081 2.123 2.140 0.49 2.08 2.14

Since precision and bias errors were not quantified in the experiments, UFB was
used for validation. DINSEAN was used for calculating E, since the optimized hull
will also be tested at that facility. Table 9 shows the results of the validation stud-
ies. Except for LF σ, whose |E| lies outside the UV interval, all other solutions are
validated.
For SP simulations, solutions HF calculations were verified and validated forQSP,

TNET, PPE, σSP and τSP. PPE was obtained by calculating energy difference between
stations 5 and 3. LF calculations were verified and validated for TNET, σSP and τSP.
The HF and LF solutions are tabulated in Table 10. UI is negligible and USN = UG.
HF solutions show monotonic grid convergence for QSP, TNET and PPE, and oscil-
latory convergence for σSP and τSP. LF solutions show monotonic grid convergence
for TNET, and τSP, and oscillatory divergence for σSP.

Table 11 shows the validation results for the different quantities. HF solutions |E|
lie outside the UV interval for PPE. Note that the PPE estimate from the experiments
does not account for viscous energy losses between station 3 and 5, and hence is
prone to over-estimation. LF solutions |E| lie outside the UV interval for TNET.

The numerical uncertainty levels are similar to than obtained for JHSS [31]. The
validation errors are smaller than that for JHSS, due to the elimination of overset
grids within the duct. For DC, |E| = 2% and 4% for QSP, and TNET, respectively,
compared to 5.6% and 6.5% for JHSS.
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Table 11
SP validation of RANS and LF solutions

D UFB UV E

HF LF HF LF
QSP 1.95 0.51 2.21 NA −2.05 NA
TNET 106.9 3.21 4.35 3.28 −4.17 −11.1
σBH 4.87 1.34 3.58 NA −2.30 NA
τBH 1.75 2.91 2.47 3.61 −2.33 2.63
PPE 232 8.20 9.22 NA −12.06 NA

5. Single objective resistance optimization using � � � � � model

To facilitate greater variability of the design space, IIHR, DTMB and INSEAN
conducted initial geometry sensitivity studies with the CFD WJ model to determine a
feasible design space using different approaches. Multiple geometries were obtained
using different geometry modification techniques; B-spline, Free Form Deformation
(FFD), and CREATE-SHAPE [33], with resistance reductions varying from 0.5% to
1.5% compared to the original geometry. A morphing method, which enables direct
construction of the design space by integrating the best geometries from the different
sensitivity studies, was used for the optimization. The overall optimization process
used a four-pronged approach by IIHR, DTMB, NMRI and INSEAN:

• IIHR and DTMB performed a single objective PSO optimization for resistance
at Fr = 0.5 using different combinations of the initial geometries to explore
different subset design spaces.

• INSEAN performed single objective PSO optimization for resistance at Fr =
0.5 using both variable fidelity and high fidelity optimization using generalized
FFD with PSO optimizer to investigate computational cost reduction.

• NMRI performed MOGA for resistance at three speeds: Fr = 0.3, 0.5 and 0.7
[30].

The best BH geometries obtained for Fr = 0.5 from the different optimization ap-
proaches were then verified using RANS with identical grid size, grid topology and
solver convergence criteria. The best geometry (Fig. 11) showed a resistance reduc-
tion of 4% due to significant reduction of the interference region trough (Fig. 12) and
was selected for subsequent WJ inlet optimization.

6. Design optimization for overall propulsive efficiency of � � propelled hull

Figure 13 shows the results from the sensitivity analysis performed on the WJ
inlet shape. The streamlines and CP contours at the WJ inlet symmetry plane for
the original geometry and the modified geometry are illustrated. Sensitivity analysis
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Fig. 11. Comparison of the original (red) and optimized (green) starboard demi-hulls. (The colors are
visible in the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

Fig. 12. Wave elevation comparison. (Colors are visible in the online version of the article; http://dx.
doi.org/10.3233/ISP-130098.)

on the transition angle, inlet-angle and ramp-radius showed that a reduction of the
angles, combined with an increase in the ramp radius with a widened inlet rectified
the flow separation and increased ηduct.

Figure 14 illustrates the inlet ramp design variations intended for smoother transi-
tion and increasing boundary layer ingestion for recovery of residual kinetic energy
lost to the wake.

The PSO optimization was performed on a coarse grid by morphing three initial
geometries constructed with the three combinations of the design variables. The flow
solver was tuned for trend identification with a liberal convergence criterion to in-
crease computational speed. The optimal design indicated ∼10% reduction in PPE.
However, a grid refinement analysis of the optimized geometry revealed unforeseen
problems: the fine grid solution predicted deeper trough at the stern with the free
surface very close to the inlet, which was judged a possible cause of air ingestion
into the WJ inlet. Therefore, local modifications on the inner side of the demi-hull –
close to the WJ-inlet – were made (Fig. 15) and a geometrically constraint-based
optimization was performed. The constraint was defined as the minimum distance
function from the free surface to the inlet to be greater than or equal to the origi-
nal Delft catamaran. Since the geometry variations were localized, the speed of the
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Fig. 13. Design variable sensitivity analysis: (a) original geometry, (b) modified geometry. (Colors are
visible in the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

Fig. 14. Inlet ramp design variation: (a) original geometry, (b) modified geometry. (Colors are visible in
the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

Fig. 15. Localized inlet design variations, green shade is the initial optimized geometry, grey shade is
the modified design. (The colors are visible in the online version of the article; http://dx.doi.org/10.3233/
ISP-130098.)
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Fig. 16. Localized inlet design variations to minimize possibility of air entrainment. (Colors are visible in
the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

Fig. 17. Original and optimized waterjets. (Colors are visible in the online version of the article; http://dx.
doi.org/10.3233/ISP-130098.)

fine grid computations was increased by using restart solution files from compara-
ble geometries. The solutions for the final optimized geometry is shown in Fig. 16
compared to the initially optimized geometry.

Comparison of the duct surface pressure contours on the original and optimized
hulls (Fig. 17) illustrates the increase in ram pressure on the forward facing walls of
the optimized duct. This added potential energy develops additional pressure at the
nozzle, which converts it to kinetic energy at exit and increases the WJ efficiency.

Detailed performance comparisons are tabulated in Table 12. The optimized hull
shows 11% decrease in powering requirement. The WJ system efficiencies for the
duct, and thrust deduction are improved by 6.7% and 1.32%, respectively. The jet
efficiency shows a modest improvement of 0.1%.
Grid verification studies (Table 13) were conducted for the optimized geometry,

using both barehull and self-propelled simulations. UI is negligible and USN = UG.
For all cases, 0 < R < 1, and monotonic convergence was achieved. P < 2 and
reasonably close to 1. The USN values are similar to that obtained for the original
geometry.

Previous optimization of the JHSS waterjet inlet curvature using the same method-
ology yielded a just 2% decrease in powering requirement. However, a drastic design
modification by merging the adjacent inlets (Fig. 18) yielded an 8% decrease in pow-
ering requirement.
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Table 12
Performance comparison

Ori. Opt. Opt%Ori
Resistance

RBH 4.32E+01 4.15E+01 −3.94
TNET 5.21E+01 4.94E+01 −5.18

Powering
PE 1.29E+02 1.24E+02 −3.94
PTE 1.55E+02 1.47E+02 −5.18
PJSE 1.80E+02 1.71E+02 −5.28
PPE 2.04E+02 1.81E+02 −11.22

Waterjet system efficiencies
ηduct 8.82E−01 9.41E−01 +6.70
ηjet 8.63E−01 8.64E−01 +0.10
(1 − t) 8.29E−01 8.40E−01 +1.32

Table 13
Optimized geometry verification

S3 S2 S1 R P USN
BH with CFD WJ model

RBH 81.05 82.52 83.11 0.40 1.32 3.24
σBH 3.164 3.193 3.205 0.41 1.27 0.47
τBH 1.504 1.615 1.667 0.47 1.09 8.64

SP with discretized duct
QSP 1.832 1.861 1.874 0.45 1.16 2.36
TNET 92.14 97.05 98.83 0.36 1.46 2.51
σBH 4.578 4.727 4.765 0.26 1.97 4.79
τBH 2.511 2.632 2.677 0.37 1.43 8.56
PPE 171.68 178.84 181.12 0.32 1.65 7.22

7. Multi-objective optimization using � � � � � model

The definition of the multi-objective optimization problem is based on the selec-
tion of three objective functions, that is, the total resistance at the speed of Fr = 0.3,
0.5 and 0.7. A subset of the previous base hulls has been adopted, in order to reduce
the overall dimension of the design space and the complexity of the optimization
problem accordingly. Since the objective functions are now three, the overall com-
putational cost is triple, since three distinct runs of the HF solver are needed in order
to produce the complete evaluation of one position in the design variable space.
For this multi-objective problem, the final solution of the problem is not repre-

sented by a single geometry, but by a suite of different solutions, representing the
Pareto optimal set. In the case of three objective functions, the Pareto optimal set
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Fig. 18. Optimization of JHSS waterjet by merging the inlets. (Colors are visible in the online version of
the article; http://dx.doi.org/10.3233/ISP-130098.)

is represented by a 3D surface, and its representation and visualization is not easy.
Consequently, here are reported three different views, orthogonal to each coordinate
axis related to an objective function. In each graph, the variety along the missing
axis is lost, but we can observe to position of some interesting solutions and their
performances in comparison with all the other solutions.

In Fig. 19, the three different views are reported. Red dot is indicating the best
solution for function 1 (total resistance at Fr = 0.3), green dot is indicating the best
solution for function 2 (total resistance at Fr = 0.5), and blue dot is indicating the
best solution for function 3 (total resistance at Fr = 0.7). It is evident how there is not
improvement for the first objective function: this is probably connected to the fact
that the base geometries are obtained with a particular emphasis to the central speed
Fr = 0.5. Looking at the second view, reporting second and third objective functions,
a correlation is nearly evident, also if there are two distinct solutions representing the
best for each objective function. On the contrary, the cloud of points in the space of
the first and second objective function, as well as for the space of the first and third,
is not crossing the vertical axis, showing a negative correlation. This means that
an improvement on one of the objective if resulting into a deterioration of the other
objective, that is, the two objectives are in opposition each other, and it is not possible
to improve them together. A different parameterization scheme would be probably
able to provide improved shapes also for the lower speed, while it is not possible
to argue if the complete opposition between the objective functions is solvable by
changing the parameterization or not.

In Fig. 20, a comparison between the section views for the original DC and one of
the Pareto optimal solutions is reported, together with a comparison of the sectional
area curve distributions. It is possible to clearly observe how there is a shift of the
volume from inner to outer, and from stern to bow.
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Fig. 19. Different views of the Pareto front for the multi-objective optimization problem. (Colors are
visible in the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)
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Fig. 20. Comparison between the original shape and the shape of best compromise solution for the three-
objectives optimization problem. (Colors are visible in the online version of the article; http://dx.doi.org/
10.3233/ISP-130098.)

8. Variable fidelity optimization for computational efficiency as proof of
concept

The overall goal of the VF/VP approach is to obtain a significant CPU time reduc-
tion while at the same time, regain the same optimal solution as if we were solving
the full-HF problem. Therefore, to assess the success of the VF/VP algorithm, the
same optimization problem (same parameterization, constraints and objective func-
tion) for the DC has been carried out twice: first using the HF alone and then solving
again the same problem using the VF/VP algorithm.

The parameterization scheme used is this test is the FFD approach. A single FFD
box surrounds the hull: 4 parameters are used to shift the hull sections sideways, one
is used to move the sections longitudinally and one is used to change the transom
stern depth, for an overall number of 6 design variables.
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Fig. 21. Transversal sections of the original (black) and optimized hulls (red), both full HF and VF/VP so-
lutions. (The colors are visible in the online version of the article; http://dx.doi.org/10.3233/ISP-130098.)

The shape of optimal design obtained by the HF and by VF/VP is substantially
the same. The two geometries are superimposed in Fig. 21. In terms of computed
objective function, the difference between full HF and VF/VP is of about 0.05%
(6.4412 for the full HF, 6.4447 for the VF/VP). A great reduction is obtained instead
in the computational cost: the HF optimization has required 940 HF evaluations of
the objective function, while the VF/VP only needed 532 HF computations, plus 940
(almost inexpensive compared to HF SMD) LF evaluations. The overall CPU time
reduction is therefore about 54%.

9. Conclusions

A simulation-based design optimization for the hull and WJ inlet was carried out
for the powering optimization of WJ propelled DC, using integrated computational
and experimental fluid dynamics. A WJ equipped DC was constructed and tested at
two facilities with good agreement of data. The data was used to validate the LF and
HF solvers and for the formulation of a simplified CFD WJ model that was used in
conjunction with the LF optimization.

The particle swarm optimizer was used for single speed optimization at Fr = 0.5,
and genetic algorithms were used for multi speed optimization at Fr = 0.3, 0.5
and 0.7. The multi-speed optimization showed design improvement at Fr = 0.5 and
0.7, but not at Fr = 0.3 since the design variables were obtained with a particular
emphasis to the higher speeds. High fidelity simulation results for the optimized
barehull geometry at Fr = 0.5 indicated 4% reduction in resistance and the optimized
WJ equipped geometry indicated 11% reduction in effective pump power required at
self-propulsion.

Ongoing developments for geometric variability exploration, based on Karhunen–
Loève expansion (KLE), have shown the capability of producing a wider range of
design possibilities with deeper improvements [10,12]. Accordingly, a new optimiza-
tion campaign [8] will be performed using reduced dimensional research spaces as
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provided by KLE analysis. Meta-models and/or VF/VP approaches will be used to
reduce the computational time.
Best design overall will be built and tested at INSEAN using the same experi-

mental set-up as was used for the original model, to reduce the comparison errors.
A complete set of tests is planned in the near future.

Future direction for design optimization is to include uncertainty effects on objec-
tives and constraints. Ship designers have been always concerned with the uncertain-
ties of the environment in which the ship sails (waves, winds, currents) since mostly
not avoidable and often responsible for performance loss and failures. Robust and
reliability-based design optimization methods, developed to improve product quality
and reliability in industrial engineering, are to prevent performance drop when oper-
ating in off-design conditions and avoid dramatic failures in the case of exceptional
events. The Bayesian approach is used to formulate the problems of robust design
optimization (RDO) and reliability-based design optimization (RBDO). These re-
quire the uncertainty quantification (UQ) of the relevant simulation outputs over the
stochastic inputs domain. The difficulty with exploiting this framework is mainly
computational, since UQ requires the numerical integration of expensive simulation
outputs over the uncertainties involved. Accordingly, research in UQ is an important
precursory step for RDO/RBDO providing the impact of stochastic inputs on relevant
outputs and identifying the most efficient UQ methods (such as meta-models based
analyses) for the problem addressed. Earlier and current UQ research includes devel-
opment and assessment of a framework for convergence, validation, and comparison
with deterministic V&V of UQ studies. Applications include NACA 0012 hydrofoil
with variable Re [22]; UQ of DC calm water resistance, sinkage and trim with vari-
able Fr and geometry [10]; and UQ for DC resistance, motions and slamming loads
in stochastic wave and variable geometry [12]. Future RDO/RBDO activities will
focus on DC optimal design for reduced resistance, motions and slamming loads in
stochastic wave at sea state 7 [11]. Geometric variability will be explored using KLE
and, in order to keep the computational effort reasonable, optimization and UQ will
be performed using metamodels and/or VF/VP methods.

Savings obtained are demonstrating the usefulness the VF/VP formulation. For this
reason, further verification of the VF/VP approach will be also carried out in the near
future, in order to gain more insight about the potential of this technique. Different
formulations of the scheme, including the use of the variance estimation provided by
the kriging meta-model in order to adapt the “trust region” radius dynamically will
be explored.
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1. Introduction 

Sails of a sailing yacht can be considered as multiple soft thin wings (membrane wings) with 
relative large cambers, and are often used at large attack angles. The shape of sail is 
determined as an equilibrium state of both aerodynamic force and tension acting on the sail 
surface. In particular, a spinnaker used for the running condition is a very soft membrane 
like a parachute, and the shape is simply formed by self-generated aerodynamic forces 
which are strongly affected by the sail shape itself. These facts lead to new challenges in the 
present problem, i.e., in the measurements the sail shape must be accurately measured in the 
flying condition, and in numerical simulation of flow and forces the sail flying shape is 
correctly given or predicted as a part of solution. The present study concerns the authors’ 
ongoing effort on analyses of sail performance of sailing yachts by numerical calculations 
and experiments, and in this paper, the focus of discussions is more on the former. Two 
computational fluid dynamics (CFD) methods are used in the present study, and the results 
are validated through detailed comparison with experimental data. The data are obtained in 
onboard full-scale measurements by using a sail dynamometer boat. Our study concerns 
both the upwind and downwind sailing conditions; however, we focus on the former in the 
present chapter due to the limitation of space in this book. More detailed background of the 
present work is well described in Masuyama et al. (2009).  
One of the two CFD methods is a Vortex Lattice method (VLM). Although the VLM is a 
potential flow calculation, it is well known the results agree well with the measured data at 
the upwind condition of small attack angle. The VLM is used as the sail design and making 
tool due to the quick convergence ability for the parametric survey of sail shape to obtain 
the desired sail performance, and also due to good compatibility with the finite element 
method (FEM) for the strength analysis. In this paper, a method to shed wake vortices step-
by-step developed by Fukasawa was adopted in the Vortex Lattice method (Fukasawa, 1993; 
Fukasawa & Katori, 1993).  
Another CFD method is a Multiblock Reynolds-Averaged Navier-Stokes (RANS)-based CFD 
named “FLOWPACK”. This code was developed by Tahara specifically for CFD education and 
research, and design applications for ship hydrodynamics, aerodynamics, and fluid 
engineering (Tahara, 2008). As part of the developments for application to design problems, a 
complete multiblock domain decomposition feature was included. The numerical method of 
FLOWPACK solves the unsteady RANS and continuity equations for mean velocity and 
pressure. Either a zero or a two-equation turbulence model can be used for turbulence flow 
calculation, and in the present study the former was used. The FLOWPACK was included as a 
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solver in a sail performance analyzer named “Advanced Aero Flow (AAF)” developed by Katori 
(Katori, 2009). The AAF is a specialized package for the calculation of sail performance of 
sailing yachts, and composed of both mesh generator and post analyzer.  
The sail shapes and performance were measured using a sail dynamometer boat Fujin under 
sailing condition on the sea (Masuyama et al., 1997a, 1997b). Fujin is a 34-foot LOA boat, in 
which load cells and CCD cameras were installed to simultaneously measure the sail forces 
and shapes. At the same time, the sailing conditions of the boat, e.g., boat speed, heel angle, 
wind speed, and wind angle, were measured. The shapes and 3D coordinates of the sails were 
used for the input data of the numerical calculations, and the calculated results were compared 
with the measured data. The sail coordinates with aerodynamic coefficients are tabulated for 
some sailing conditions in order to provide benchmark data for the CFD validation. 
In this paper, overview of the above-mentioned CFD methods and experiments are 
described. As the aforementioned, sail flying shapes are considered in the present CFD so 
that the accurate prediction of flow and aerodynamic forces is possible. Discussion of the 
results is based on detailed comparison with the measurements. The discussion also 
includes the current capability of the CFD methods in the present problem, and prognosis 
for the enhancement of the capability in future work for higher accuracy and/or more 
complicated flow simulation. It will be noteworthy that the overall trends of the flow and 
the aerodynamic forces measured in the experiments are fairly well predicted by the present 
computations; and at the same time, experimental techniques originally implemented and 
used in the present study are shown very promising and capable to provide very detailed 
benchmark data for CFD validation. 

2. Sail plan for the analysis 

In this study the experiments and numerical calculations were performed for the upwind 
sailing condition. The sail shapes and performance were measured using a sail dynamometer 
boat Fujin. The sail plan of the Fujin and the coordinate system are shown in Fig.1. The 
principal dimensions of the boat and the detailed measurements of the sails are also shown in 
Table 1. The measurement system of the boat and testing conditions are described in section 5, 
and the measured and calculated results are compared and discussed in section 6.  
 

 
Fig. 1. Schematic showing the sail plan of Fujin with 130% jib and the coordinate system 
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HULL SAIL DIMENSIONS 
Length Over All [m] 10.35  Mainsail 130% Jib 

Length Water Line [m] 8.80 Peak Height [m] 13.82 10.70 
Breadth Maximum [m] 3.37 Luff Length [m] 12.50 11.45 
Breadth Water Line [m] 2.64 Foot Length [m] 4.44 4.89 

Displacement [ton] 3.86 Sail Area [m2] 33.20 26.10 
SAIL Height [%] Chord Length [m] 

I [m] 11.00 0 4.44 4.89 
J [m] 3.61 10 4.13 4.44 

P [m] 12.55 20 3.85 3.94 
E [m] 4.51 40 3.23 2.94 

I, J, P, E of Sail are defined in Fig. 1. 
60 2.43 1.97 
80 1.39 0.98 

100 0.15 0.10 

Table 1. Principal dimensions of Fujin and detailed measurements of sails 

3. Overview of Vortex Lattice method (VLM) 

3.1 Basic concept of Vortex Lattice method 
The Vortex Lattice method is a branch of CFD, and it is often used at the early stage of yacht 
sail design because of the comparatively less computational time. This method is based on the 
potential theory, similar to the panel method, and the flow around the sail is expressed by 
discrete vortices. The Vortex Lattice method has its root in the lifting line theory formulated by 
Prandtl in 1918. A wing is represented by a single vortex line in the lifting line theory, and the 
force acting on the wing is approximated by the force acting on the vortex line. 
 

 
Fig. 2. 2-Dimensional flat plate wing and a vortex filament 

Firstly, 2-dimensional flow around a flat plate wing is considered. A vortex filament is located 
at a distance “ a  “ from the leading edge of the wing as shown in Fig.2. Although the onset 
flow U  is constant, the flow over the wing is accelerated, while it is decelerated below the 
wing, because of the flow induced by the vortex filament. This leads to the pressure decrease 
on the back surface and the pressure increase on the front surface of the wing accordingly to 
Bernoulli’s theorem. This means that the flow around the wing can be realized by a vortex 
filament in the flow. The strength of vortex filament, or sometimes called circulation, is 
determined by a boundary condition on the wing; that is, there is no cross flow through the 
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wing. This boundary condition is usually satisfied at a certain point called control point. 
Assuming that the control point is located at a distance “ b ” from the leading edge of the wing 
shown in Fig.2, and satisfying the boundary condition at this point, the strength of the vortex 
filament can be determined. Once the strength of vortex filament is determined, the lift acting 
on the vortex filament can be calculated according to Kutta-Joukowski theorem, that is,  

 L U  (1) 

where  is the density of the fluid and  is the strength of vortex filament. If the calculated 
lift is assumed to equal that generated in a 2-dimentional thin parabolic shape airfoil, the 
locations of the vortex filament and the control point are determined to be a 4c  and 
b 3 4c , where “ c ” is the chord length of the wing. This is called 1/4-3/4 rule, which was 
shown by Pistolesi (Pistolesi, 1937). This rule is used as the basis of the present Vortex 
Lattice method. 

3.2 Application to sail configuration 
As the yacht sail is a 3-dimension shape body, attention should be paid to the treatment of 
the end of vortex line. According to the Helmholtz’s theorem on vortex, the vortex line 
should expand from the boundary to the boundary of the flow or shuts oneself and makes 
vortex ring. Accordingly, in the 3-dimensional body, the vortex line should expand infinity 
from the edge of the body. In the lifting line theory, or the Vortex Lattice method, the vortex 
line is assumed to be a horseshoe type shown in Fig.3(a), and the vortex line changes its 
direction at the edge of the body to extend to infinity as trailing free vortices. 
 

 
Fig. 3. Horseshoe vortex and downwash effect 

In case of the horseshoe vortex shown in Fig.3(a), the flow induced by each vortex line 
affects the onset flow in the magnitude and the direction. According to Biot-Savart law, the 
velocity vector induced by a slight part of the vortex line d  is given by 

 3
d rv

4 r


 
 

฀  (2) 

where r  is a position vector from the vortex part to the point concerned. The downward 
velocity called downwash iw  is calculated by using Equation (2), which affects the onset 
flow. This causes the reduction of the attack angle of total inflow by i  as shown in Fig.3(b), 
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and the total velocity of inflow into the wing changes to eU . If the lift acting on the wing is 
defined as the force perpendicular to the onset flow direction, it is given by the following 
formula according to Kutta-Joukowski theorem. 

 e i e eL L cos L U U     (3) 

In this case, the force in the onset flow direction is generated, which is the apparent drag 
called induced drag given by 

 e
i e i e i i

L LD L sin L w w
U U i     (4) 

The induced drag is a distinctive drag in a 3-dimensional wing, and does not appear in a 2-
dimensional wing. 
In the Vortex Lattice method, the lift, induced drag, and center of pressure are calculated by 
arranging horseshoe vortices of different strength on the surface of sail. By placing a number 
of horseshoe vortices, the sail of complex shape with twist, camber, or two or more sails, can 
be analyzed. Falkner used the name “Vortex Lattice” firstly in his report, in which a wing 
was covered with a grid of straight horseshoe vortices (Falkner, 1943, 1946). In 1950’s, only 
the analysis where the trailing vortices are placed in the straight line was able to be carried 
out because of the computer capability, and the accuracy was questionable. It was 1965 
when the Vortex Lattice method started to demonstrates its ability along with the 
development of computer, and the method came to be used for the performance prediction 
of yacht sail. The yacht sail is one of the most suitable objects for applying the Vortex Lattice 
method because of its thickness, if the viscous effect of fluid can be disregarded. An 
application of the Vortex Lattice method to the performance prediction of yacht sail will be 
explained in the following paragraph with the use of a step-by-step procedure to estimate 
the trailing vortex deformations. 
Discretized horseshoe vortices are located on the sail plane in the Vortex Lattice method. It 
is usual to divide the sail plane into quadrilateral panels as shown in Fig.4, and the  
 

 
Fig. 4. Panel discretization of sails 
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horseshoe vortices are placed at 1/4 length of panel from the front end edge of the panel so 
as to trail the trailing vortices rearwards. The strengths of the horseshoe vortices are 
determined by satisfying the boundary condition on the sail; that is, the total flow of the 
onset flow and the induced wake by vortices is parallel to the sail surface at control points. 
The control point is taken to be the point 3/4 of length of panel from the front end edge of 
the panel according to the 1/4-3/4 rule. 
According to Biot-Savart law, the velocity vector at the control point of i-th panel induced 
by other vortices are given by 

 
  3

j kji kji
i kji3

kjij k 1

d r cos cos1v e
4 4 hr 

 
  

 
 
  (5) 

where kji  kji , kjih , are the angles and the distance of a k-th filament of a j-th horseshoe 
vortex and i-th control point shown in Fig.5, which shows a plane containing the vortex 
filament and the control point. kjie  is a unit vector perpendicular to the plane shown in 
Fig.5. k=1, 2, 3 in Equation (5) denotes each vortex filament of a horseshoe vortex. With the 
use of Equation (5), the boundary condition on the control point can be given by 

 
NB NW

i i i
i i

v n U n v n     
     (6) 

where U


 is an onset flow velocity vector and n  is the unit normal vector at the control 
points. NB is the number of bound horseshoe vortices on the sail plane and NW is the 
number of trailing horseshoe vortices in the wake. Equation (6) can be written in the vector 
matrix form by 

       n nu v   (7) 

Solving Equation (7), the strength of bound vortices can be obtained.  

 

kji


kji
hk

i

j

 
Fig. 5. K-th filament of j-th horseshoe vortex and i-th control point 

3.3 Step-by-step vortex shedding technique 
The important point in the Vortex Lattice approach to yacht sail is the handling of the wake 
of the sail. The wake vortices proceed downstream from the trailing edge, or leech/foot of 
sail, in the Vortex Lattice method. The location of wake vortices are determined by the 
condition that they are free vortices; that is, the stream line of wake vortices should be 
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parallel to the velocity field induced by total vortex system. A step-by-step procedure 
developed by Fukasawa was adopted in this paper to determine the strength of the bound 
vortices and the location of wake vortices (Fukasawa, 1993; Fukasawa & Katori, 1993; 
Masuyama et al., 1997a, 1997b). The wake vortices are shed from the trailing edge in each 
time step according to Helmholtz’s theorem; that is, 

 B W� � 0   (8) 

 BD� 0
Dt

  (9) 

where B�  and W�  are the total strength of bound vortices, or the circulation around the 
sail, and the strength of wake vortices, respectively. From Equation (9), we have 

 B B� �U
t ξ

 


 
  (10) 

and substituting Equation (10) into (8), we have 

 B W� �U
t ξ

 
 

 
  (11) 

where ξ  is taken to the downstream direction, and U  is the local velocity at the wave 
vortex. Assuming that the wake vortices proceeds �ξ  downstream in a time step �t  with 
the velocity U  , the strength of wake vortex shed at time step k, can be given by integrating 
Equation (11), that is, 

  
�t

k k k-1 k-1 kB
W B B B B

0

�1 �ξ��  dξ  � - � � - �
tU U�t


    

 
 (12) 

Equation (12) means that the strength of wake vortex shed at time step k is the increase of 
the strength of bound vortex from time step k-1 to time step k. Once a vortex filament is 
shed at time step k, it proceeds downstream with a constant strength according to the local 
field velocity, i.e., each horseshoe wake vortex moves in the direction of field velocity in 
each time step. The field velocity is updated in every time step. The calculation is carried 
forward until the the calculated lift and drag forces converges. The forces vector and the 
moment acting on the sail are calculated accordingly to Kutta-Joukowski theorem. 

 F � � U ds 
   (13) 

with the use of the vortex strengths of the wake vortices and the bound vortices determined 
by solving Equation (7). 
Finally, the overall numerical solution procedure of the present Vortex Lattice method is 
summarized as follows: 
Step 1. Divide the sail planes into quadrilateral panels, and allocate horseshoe vortices on 

the sail plane. 
Step 2. Input the mast rake angle, heel angle of the yacht, apparent wind speed and 

apparent wind angle. 
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Step 3. Solve the strength of bound horseshoe vortices on the sail plane with non-
deformed trailing vortices. 

Step 4. Compute the total circulation around the sail caused by horseshoe vortices. 
Step 5. Compute the increment of the total circulation and shed free horseshoe vortices 

according to Equation (12). 
Step 6. Calculate the local velocities along the wake, and deform the trailing vortices. 
Step 7. Compute the force vector and moment acting on the sails. 
Step 8. Solve the strength of bound horseshoe vortices on the sail plane with trailing free 

vortices. 
Step 9. Repeat Step 4 through Step 8 until the force is converged. 
Fig.6 shows the example calculation results. In the present study, the mast and rigging were 
not considered for the series calculations, and the mirror image was taken into account 
about the deck plane of the boat. Since the vortex lattice methods do not predict viscous 
drag, the viscous drag acting on the sails and rigging was calculated empirically using a 
drag coefficient CDp. The value of CDp was obtained from the measured data in the previous 
papers and formulated for the upwind condition as follows: 

 Dp AC 0.0026 0.005   (14) 

where γA is apparent wind angle in degrees. 
 

 
Fig. 6. Calculated wake by Vortex Lattice method 

4. Overview of Reynolds-averaged Navier-Stokes equation method  

The RANS-based CFD method used in the present study was FLOWPACK. The code was 
developed by Tahara specifically for CFD education and research and for design 
applications for ship hydrodynamics, aerodynamics, and fluid engineering. As part of the 
developments for application to design problems, a complete multiblock domain 
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decomposition feature was included. At present, FLOWPACK has a good interface with the 
authors’ inhouse automatic grid generator as well as with commercial grid generation 
software. For a complete documentation of the method is available in Tahara (2008). In the 
following, an overview of the numerical method is given.  

4.1 Governing equations 
Let us consider a sail system fixed in the uniform onset flow (see Fig.1 for the basic 
coordinate system). The non-dimensional RANS equations for unsteady, three-dimensional 
incompressible flow can be written in Cartesian tensor notation as 

 21 0
Re

i ji i
j ij j i

u u pU UU U
t xx x

  
     

  
 (15) 

 0i
i

U
x





 (16) 

where Ui (i=1,2,3) =(U,V,W) and ui (i=1,2,3) =(u,v,w) are the Cartesian components of mean 
and fluctuating velocities, respectively, normalized by the reference velocity U0, xi (i=1,2,3) 
=(X,Y,Z) is the dimensionless coordinates normalized by a characteristic length L, Re=U0L/ν 
is the Reynolds number, ν is the kinematic viscosity, the barred quantities i ju u  are the 
Reynolds stresses normalized by 2

0U , and p is the pressure normalized by 2
0U . If i ju u  are 

related to the corresponding mean rate of strain through an isotropic eddy viscosity νt, i.e., 

 
2
3

ji
i j t ijj i

UUu u k
xx

 
 

      
 (17) 

where k=( uu vv ww  )/2 is the turbulent kinetic energy, Equation (15) becomes 

 
ji t i t

j j j j i

UU UU
t xx x x

             
22 1 0

3 ii
p p k U

Rx 

         
 (18) 

where 1/R =1/Re+t, and =Ui (i=1,2,3). Equations (16) and (18) can be solved for Ui and p 
when a suitable turbulence model is employed to calculate the eddy-viscosity distribution. 
Either a zero or a two-equation turbulence model can be used for turbulent flow calculation, 
and a model used for the present study is the former, i.e., Baldwin-Lomax model (Baldwin 
& Lomax, 1978), which is an algebraic scheme that makes use of a two-layer isotropic eddy-
viscosity formulation. Detailed validation study of this model for boundary layer flows 
around three-dimensional bodies was done by the author (Tahara, 1995; Tahara & Stern, 
1996). In this model, the eddy viscosity is evaluated as follows: 

  

 

( )  
( )  

t inner c

t outer c

y y
y y





 

 (19) 

where y is the distance normal to the wall surface and yc is the minimum value of y where 
both the inner and outer viscosities match. The inner viscosity follows the Prandtl-Van 
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Driest formula, i.e., (t)inner=2|ω|, where =y[1-exp(-y+/A+)] is the turbulent length scale 
for the inner region,  and A+ are model constants, |ω| is the vorticity magnitude, and y+ is 
the dimensionless distance to the wall. In the outer region, eddy viscosity is given by 
(t)outer=KCcpFwakeFKleb, where K and Ccp are model constants, Fwake=min(ymaxFmax, 
CwkymaxUdif2/Fmax), and FKleb= [1+5.5(CKleby/ymax)6]-1. The Fmax and ymax are determined by 
the value and corresponding location, respectively, of the maximum of F=y|ω|[1-exp(-
y+/A+)]. The quantity Udif is the difference between maximum and minimum velocity 
magnitudes in the profile and is expressed as Udif= 2 2 2 1/2

max( )U V W  - 2 2 2 1/2
min( )U V W  . 

CKleb and Cwk are additional model constants. Numerical values for the model constants are 
A+=26, =0.4, K=0.0168, Ccp=1.6, Cwk=1.0, and CKleb=0.3. 

4.2 Discretization and velocity-pressure coupling 
In the following, discretization and velocity-pressure coupling of the present RANS method 
are described. First, it is convenient to rewrite the transport equations for momentum (Ui) in 
the following general form: 

 
3

2

1

1 t
j j j

j
R U s

tx x 


  


    
            

  (20) 

where  again represents any one of the convective transport quantities (Ui), and s is the 
source function for the corresponding quantity. We transform the physical space (xi,t) into a 
rectangular region in the computational space (i,) using the following coordinate 
transformations: 

 , ji it x x   , 
3

1

1 j
i i j

j
e b

J




 


   

23 3 3
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1 1 1

ij j
j ji

i j j
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    

 
  

 
  ,       

3 3

1 1

1 i
j
i j

i j

xb
t J
  

   

   
 

   
  

Then the continuity equation (16) and the transport equations (20) for momentum 
parameters can be written as 

  
3 3

1 1

1 0i
j ji

i j
b U

J  





  (21) 
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1
2 jjj

j j j
j

g a R S 
  

  

   
        

  (22) 

where 

 
3 3

1 1

12
n

j j jm t
n n n m

n m

R xa b U b f
J J






   

 
       

    
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2 2 2

12 13 23
1 2 1 3 2 32S s g g g 
  

     

   
           

  

The geometric coefficients j
ib , ijg , and jf  appearing in the above equations are defined by 

Thompson et al. (1985). The transport equations (22) on a computational cell (shown in 
Fig.7(a)) are linearized and evaluating coefficients and source term at the center node P of 
the element yields 

      
23

P P PP1
2jj j

j j j
j

g a R S 
  

  

   
        

  (23) 

or 

 1 1 2 2 3 3
11 22 33
P P Pg g g                   1 2 3P P P P P

2 2 2 tC B A R S              (24) 
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Fig. 7. Definition sketch of a computational cell (a), and nodes in regular grid (b) and 
continuity cell (c). 

The dimensions of the computational cell are 2l×2k×2h, where l=1/ 11
Pg , k=1/ 22

Pg , and 
h=1/ 33

Pg . The above equation is discretized by the finite-analytic scheme. Solution 
dependent coefficients are analytically derived by solving the above linearized transport 
equation using a hybrid method which combines a two-dimensional analytic solution in -
plane with one dimensional analytic solution in the  direction. By specifying boundary 
conditions on the faces of the cell as a combination of exponential and linear functions, which 
are the natural solutions for the linearized transport equation, Equation (24) can be solved by 
the method of separation of variables. When the solution is evaluated at the center node P of 
the element, the following twelve-point finite analytic formula is obtained: 
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                   

 (25) 

where 
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The subscripts P, U and D denote the center, upstream and downstream nodes, respectively, 
and NC, NW, WC, etc. denote the nodes in the -plane in terms of compass directions. 
The superscripts (n) and (n-1) refer to the current and previous time levels, and  is the 
time step. The solution of the complete flow equations involves a global iteration process, in 
which the velocity-pressure coupling is effected by PISO-type predictor-corrector steps. The 
pressure equation is derived by introducing pseudo-velocities at staggered locations while 
maintaining the regular grid arrangement for all the transport equations. Fig.7(b) and (c) 
show the locations of nodes in the regular grid in the -plane. All transport quantities and 
pressure are evaluated at the regular nodes. In deriving the pressure equation, a control 
volume is employed as a continuity cell, to establish the coupling between the velocity and 
pressure fields. The pressure equation used in this study is written as 

  11 11 22 22 33 33
d u n s e w P

11 11 22 22 33 33
d D u U n NC s SC e EC w WC

ˆ

E E E E E E p

E p E p E p E p E p E p D

    

      
 (26) 

with 

 1 1 2 2 3 3
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Here ijE  and a modified pseudovelocity ˆ iU  at the regular node are 
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  (27) 

where ˆ
iU  is a pseudovelocity given by the decomposition of Equation (25) for iU  into ˆ

iU  
plus the pressure gradient terms, such that 
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  (28) 

The coefficients and the modified pseudovelocities in the above equations are defined at the 
staggered node, and obtained from those at the regular node by the one-dimensional linear 
interpolation. The solution of the complete flow equations involves a global iteration 
process, in which the velocity-pressure coupling is effected by predictor-corrector steps. In 
the predictor step, the pressure field at the previous time step is used in the solution of the 
implicit equations (25) to obtain the corresponding velocity field. Since the velocity field 
generally does not satisfy mass conservation, a corrector step is needed. In the corrector 
step, the explicit momentum equations (28) and the implicit pressure equation (26) are 
solved iteratively to ensure the satisfaction of the continuity equation. 

4.3 Multiblock (domain decomposition) capability, and overall numerical solution 
procedure 
As mentioned earlier, the multiblock (domain decomposition) capability is facilitated in the 
present RANS method. This capability is essential for simulation of flow around complex 
geometry, e.g., multiple sail system for sailing yacht as focused in the present study. Fig.8 
shows overview of the present multiblock computational grid, while the grid is generated 
by using an automatic gridding scheme developed by the present author (Masuyama et al., 
2009) Note that the gridding engine together with the present RANS method was recently 
implemented into a comprehensive sail performance prediction software “Advanced Aero 
Flow” (Katori, 2009). See the reference for more details of the scheme. Total number of grids 
is around a half million, and the number of multiblock is 48. Free-stream, symmetry, and 
wall-surface (no slip) boundary conditions are imposed on outer and top boundaries, 
bottom boundary, and sail surface boundary, respectively. For the results shown in this 
paper, the mast and rigging are not considered in the series calculations, and the bottom 
boundary is located at the same height as that of deck plane of the boat (see Masuyama et 
al., 2009, for the results for which mast influences in computation are considered). 
 

  
Fig. 8. Overview of the present multiblock computational grid. 
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The basic strategy to handle the multiblock follows domain decomposition technique to 
solve the elliptic PDE by using several subdomains. After adequate discretization is applied 
and a simple preconditioner is introduced, the discrete alternating Schwarz’s method to 
solve the PDE is used for boundary matching. Finally, Fig.9 shows the code structure of the 
present RANS method, and the overall numerical solution procedure of the present RANS 
method is summarized as follows: 
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Fig. 9. PISO type solution algorithm for the present multiblock RANS method. 

Step 1. Input the computational grid, setup parameters, and boundary condition 
information. 

Step 2. Specify the initial conditions for the velocity, pressure and turbulence fields. 
Step 3. Compute the geometric coefficients. 
Step 4. Compute the finite-analytic coefficients for the transport equation. 
Step 5. Compute eddy viscosity distribution. 
Step 6. Solve transport equation for velocities (U,V,W) using the previous pressure field 

(predictor stage for the velocity field). 
Step 7. Compute the coefficients of pressure equation. 
Step 8. Solve pressure equation. 
Step 9. Using the newly obtained pressure, calculate the new velocity field explicitly 

(corrector stage for the velocity field). 
Step 10. Update the finite-analytic coefficients for the transport equation for velocities 

(U,V,W). 
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Step 11. Repeat Step 8 through Step 10 for the specified number of times. 
Step 12. Return to Step 4 for the next time step, until the time step reaches the given 

maximum value. 
More details of the present RANS method are described in Tahara et al. (2006a, 2006b) in 
addition to the above-cited references. 

5. Measurements of upwind sail performance in full-scale condition using sail 

dynamometer boat Fujin 

5.1 Full-scale measurements 

Full-scale onboard measurements are free from scale-effect problem by wind tunnel tests 
and appear more promising, but the challenge becomes how to accurately measure forces 
acting on the sail. Such studies on sail force measurements were performed by Milgram et 
al. (1993), Masuyama et al. (1997a, 1997b), and Hochkirch et al. (1999), who built full-scale 
boats with onboard sail dynamometer systems.  
Milgram (1993) showed in his pioneering work that the sail dynamometer boat, Amphetrete, 
is quite capable. This measurement system consists of a 35-foot boat with an internal frame 
connected to the hull by six load cells, which were configured to measure all forces and 
moments acting on the sails. In his work, the sail shapes were also measured and used for 
CFD analyses; however unfortunately, details of the sail shape and performance data were 
not presented. Hochkirch et al. (1999) also built a 33-foot dynamometer boat DYNA. The 
aerodynamic forces acting on the sail were measured and compared with the results from 
wind tunnel tests (Hansen et al. 2003). The measured data were also used as input to the 
CFD calculation and a parametric survey was carried out (Krebber et al. 2006). Masuyama 
and Fukasawa were encouraged by Milgram’s work, and built a sail dynamometer boat, 
Fujin. The measurement system installed in the Fujin and the results of calibration test and 
sailing test were reported by Masuyama et al. (1997a and 1997b).  

5.2 Measurements by sail dynamometer boat Fujin  
The Fujin was originally built for conducting tests on sails for the Japanese America’s Cup 
entry in 1994. Fujin is a 10.3m-long ocean cruiser with a sail dynamometer system in the hull 
which can directly measure sail forces and moments. Fig. 1 shows the general arrangement 
of the Fujin. The test sails were made to correspond to a typical sail plan for an International 
Measurement System (IMS) class boat. The rigging of the Fujin was originally designed for 
testing sails for the International America’s Cup Class (IACC) boat. The jib of IACC boat is 
relatively small. Therefore, the longitudinal position of the jib rail track of the Fujin was 
located further forward than that of the typical IMS boat. For this reason, the tests were 
performed using a fully batten mainsail and a 130% jib instead of a 150% jib. The sails were 
made by North Sails Japan. The axes system is also shown in Fig. 1. The origin is located on 
the vessel’s centerline at the aft face of the mast (x-direction), and the height of deck level at 
the base of the forestay (z-direction). Table 1 shows the principal dimensions of the boat and 
the detailed measurements of the sails, where “I”, “J”, “P” and “E” are the measurement 
lengths of sail dimensions for the IMS rule as defined in Fig.1. 
The aerodynamic coefficients and the coordinates of the center of effort of the sails are 
defined as follows: 
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 1 12 2
2 2

X Y N KS S S SC , C , x , zX Y CE CEY Yρ U S ρ U S S Sa A A a A A

     (29) 

where XS and YS are the force components along the x and y axes of the boat respectively, 
and KS and NS are the moments around the x and z axes. xCE and zCE are the x and z 
coordinates of the center of effort of the sails (CE). The thrust force coefficient CX is 
expressed as positive for the forward direction and the side force coefficient CY is positive 
for both port and starboard directions. It should be noted that the coordinates are given in 
the body axes system. Therefore, when the boat heels the YS force component is not in the 
horizontal plane but is normal to the mast. The aerodynamic forces acting on the mast and 
rigging are included in the measured sail forces. 

5.2.1 Measurement system of aerodynamic performance and sail shape 
The sail dynamometer system is composed of a rigid aluminum frame and four load cells. 
The frame is separated structurally from the hull and connected to it by the load cells. The 
general arrangement of the dynamometer frame is given in Fig.10. The load cells are 
numbered in the figure. Two of these are 1-component load cells and the others are 2-
component ones. Hence, these load cells form a 6-component dynamometer system, and 
their outputs can be transformed to the forces and moments about the boat axes using a 
calibration matrix. All rig components such as mast, chain plates, winches, lead blocks, etc. 
are attached to the aluminum frame. The under deck portion of the mast is held by the 
frame, and the other rig components are attached to the frame through the deck holes. The 
data acquisition system and calibration method for the Fujin were described by Masuyama 
et al. (1997a and 1997b). 
The sail shape was recorded using pairs of CCD cameras. The lower part of the mainsail was 
photographed using the CCD camera pair designated A in Fig.11. These were located at the 
mast top, 50 cm transversely from each side of the mast. The upper part of the mainsail was 
photographed using a portable video camera from below the boom. The lower part of the jib 
was photographed using the camera pair designated B in Fig.11, which were located at the 
intersection point of the forestay and the mast, 10 cm transversely from each side of the 
mast. The upper part of the jib was photographed using a portable video camera from inside 
the bow hatch. For measuring convenience, horizontal stripes were drawn on the mainsail 
and jib at heights of 10, 20, 40, 60 and 80% of each sail. The sail shape images were analyzed 
using the sail shape analyzing software, SSA-2D, developed by Armonicos Co. Fig.12(a) 
shows an example of processed image of the mainsail using the SSA-2D. This software 
calculates the curvature of the sail section by marking several points of the sail stripe and 
the reference line on the PC display, and indicates the parameters such as chord length, 
maximum draft, maximum draft position, entry angle at the luff, i.e., leading edge, and exit 
angle at the leech, i.e., trailing edge, as shown in Fig.12(b). The apparent wind speed (AWS) 
and apparent wind angle (AWA) are measured by an anemometer attached on the “Bow 
unit” as shown in Fig.11. This unit post can rotate freely to maintain its vertical attitude 
when the boat heels in order to measure the wind data in the horizontal plane. The height of 
the anemometer coincides with the geometric center of effort (GCE) of the sail plan. The 
wind speed and wind angle sensors were calibrated by wind tunnel tests in advance and the 
calibration equations were obtained. The Fujin also has motion measuring instruments such 
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as an Optical Fiber Gyroscope (roll and pitch angles), a Flux Gate Compass (heading angle), 
a Differential type GPS receiver, a speedometer (velocity in the x direction) and a 
potentiometer for rudder angle. These data are recorded by an onboard computer 
simultaneously with the data from the load cells. 
 

 
Fig. 10. General arrangement of dynamometer frame in Fujin. 

 

 
Fig. 11. Sea trial condition in light wind with 130% jib.  

www.intechopen.com
─ 512 ─ ─ 513 ─



 
Fluid Dynamics, Computational Modeling and Applications 

 

108 

Entry angle

Exit angle
Maximum draft

Maximum draft position

Chord length

Twist angle

Center lineLuff

Leech

Sail section

 
(a)      (b) 

 

Fig. 12. (a) Example of a processed image of the mainsail using SSA-2D. (b) Measured sail 
shape parameters.  

5.2.2 Test condition and error analysis 
The sea tests were performed on Nanao Bay off the Noto Peninsula. The bay is 
approximately eight nautical miles from east to west and five from north to south. The 
bay is surrounded by low hills, and the mouth connecting it to the Japan Sea is narrow. 
Therefore, there is little tidal current in the bay, and the wave heights are relatively low 
even though the wind can be strong. The close-hauled tests were conducted over the 
apparent wind angle (AWA) range of 20 to 40 degrees, and the apparent wind speed 
(AWS) range of 5 to 11m/s. The effect of the AWA, and the draft and twist of the mainsail 
on the sail performance were measured. Data sampling was started when the sailing 
condition was considered to be in steady state. The sampling rate for the data acquisition 
system was set at 10Hz. Data sampling was continued for 90 seconds, and during this 
time the sail shapes were recorded using the CCD cameras. The boat was steered carefully 
during this time. However, the measured data contained some variation due to wind 
fluctuation and wave reflection on the hull. Therefore the steady state values for the 
aerodynamic coefficients were obtained by averaging the data over a 30 to 60 seconds 
period, in which the AWA was closer to the target value than during the whole 90 second 
period. For these tests if the range of deviation of AWA exceeded ±5 degrees, the results 
were discarded. All of the measured coefficients are plotted with error bars indicating the 
range of deviation over the averaging period. 

5.3 Comparison between experimental and calculated results 
In this chapter, the experimental results and the calculated results for the following cases 
will be compared: 
a. Variation with apparent wind angle  
b. Variation with mainsail twist angle 
For each series, first the sail coefficients: CL, CD, CX and CY, and the coordinates of xCE and zCE 
are given. Then, the calculated the sail surface pressure and streamlines using the RANS-
based CFD are presented for two typical cases in each series. Finally, the shapes and three-
dimensional coordinates of the sails are tabulated for each case corresponding to those 
where the RANS-based CFD results are given. 
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5.3.1 Variation with apparent wind angle 
Fig.13 shows the performance variation for the mainsail and 130% jib configuration as a 
function of AWA. In the figure the solid symbols indicate the experimental results and the 
open symbols indicate the calculated results using the VLM and the RANS-based CFD. 
For the experimental results, both data from the starboard (Stbd) and port tack (Port) are 
shown. All of the measured coefficients are plotted with error bars indicating the range of 
deviation over the averaging period. There are some discrepancies between the data from 
each tack. During the experiments, efforts were made to remove this asymmetrical 
performance. However, the boat speed actually differed on each tack. It can be concluded 
that there was a slight asymmetry in the combination of the hull, keel, rudder and 
dynamometer frame. The numerical calculations were performed using the measured 
shape data. In order to avoid confusion when interpreting the figure, the calculated 
results are indicated only for the port tack. Therefore, the calculated and experimental 
points for the port tack correspond to each other.  
 

   
 

 
Fig. 13. Performance variation as a function of apparent wind angle (AWA) for mainsail 
and 130% jib. 
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In this figure, AWA ranges from 20.3 degrees to 37.9 degrees for the port tack. The former is 
the closest angle to the wind that was achieved, and the latter is typical of a close reaching 
condition, where the sail is eased for the power down mode. There is some scatter in the 
experimental data because this is made up from measurements taken with the sails trimmed 
in slightly different ways. The experimental value of CL in Fig.13(a) varies with AWA from 
0.91 to 1.58. For the close reaching condition, the sails were not well trimmed to satisfy the 
power down mode. A sample of measured sail sections at this condition is shown in a figure 
attached to Table 2(2). From the figure, it can be seen that both the mainsail and the jib are 
not eased sufficiently to correspond to the large AWA. This is the reason for the decrement 
in the measured lift curve slope of CL at the range of AWA angles over about 35 degrees. 
 
 
 

 

   
 

Table 2. Sail shapes, measured experimental data and three-dimensional coordinates of the 
sails for the cases of (1) 96092335 and (2) 96080248. 
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The calculated results for CL using the VLM show good agreement with the experiments at 
AWA angles less than about 35 degrees. Over about 35 degrees, the calculated results are 
lower than the measured ones. This shows that the calculated results strongly indicate the 
effect of incorrect sail trimming. The results for CL using the RANS-based CFD show the 
same trends with the experiments, but are slight higher than those from the experiments for 
AWA between 20 degrees to 30 degrees and lower for AWA greater than 30 degrees. In 
particular, the decrease in CL for AWA values greater than 30 degrees is considerably large. 
This will be discussed later with the calculated sail surface pressure and streamlines. The 
calculated results for CD slightly over predict those from the experiments. Fig.13(c) shows 
the coordinates of the center of effort of the sails. The x and z coordinates of the geometric 
center of effort (xGCE and zGCE) are 0.63m aft and 4.80m above the origin, which are indicated 
by alternate long and short dashed lines in the figure. It is seen that both the experimental 
and the calculated coordinates of xCE are near xGCE and move slightly forward with 
increasing AWA. Unfortunately, there is a wide scatter in the experimental values of zCE. 
This is thought to be because the measured Ks moment contains a large component from the 
mass of the dynamometer frame and rigging (659kg). This moment was subtracted from the 
measurement, taking into account the measured heel angle. If there is a slight error in the 
position of center of gravity of the dynamometer frame, or in the measured heel angle, the 
error in the calculated moment will be large. However, though there is a scatter in the 
measured data, it can be seen that zCE is decreasing as AWA increases. The trends in the 
movement of both xCE and zCE as functions of AWA might be caused by the decrement of 
force acting on the aft and upper parts of the sails due to the loosening of main and jib 
sheets with increasing AWA. The calculated results for zCE obtained using theRANS-based 
CFD show the same trend as the experiments. On the other hand, the calculated results 
using VLM are considerably higher than the experimental ones. This might be caused by 
over estimation of the force acting on the upper portion of the mainsail. In this area, since 
the jib is not overlapping, flow separation may occur easily. However, the VLM does not 
take flow separation into account.  
Figures 14(1) and 14(2) show the calculated results of the sail surface pressure and 
streamlines using RANS- based CFD. Fig.14(1) indicates the case of experiment ID 96092335 
(AWA= 30.7deg.), and 14(2) indicates ID 96080248 (AWA= 37.9deg.). These data correspond 
to the plotted points on the vertical dotted lines (1) and (2) in Fig.13. In Fig.14, the left and 
right diagrams correspond to the port and starboard sides, i.e., pressure and suction sides, 
respectively. In 14(1), although slight flow separation on the suction side of mainsail is seen, 
the streamlines of both sides run smoothly. On the other hand, in 14(2), considerable flow 
separation is occurring, in particular, on the suction side of jib. This is the main reason for 
the reduction of CL value in the RANS-based CFD calculation at (2) in Fig.13(a). The shapes 
and three-dimensional coordinates of the sails are given in Table 2. The numbered (1) and 
(2) tables correspond to the cases of experiment ID 96092335 and ID 96080248, respectively. 
These also correspond to the calculated results shown in Fig.14. The figures described above 
the tables show the sail section profiles at 0, 20, 40, 60 and 80% of the sail height. The 
dimensions of these three-dimensional coordinates are given in the tables including 100% 
height section data. The positive direction of the x coordinate is aft. The four lines at the top 
of the tables are the measured values for the wind and sail trim conditions, the boat attitude 
and the sail performance coefficients.  
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(1) 

   
 
(2) 

   
 
 
Fig. 14. (1) Surface pressure and streamlines obtained by RANS-based CFD at experimental 
ID 96092335 (AWA=30.7 deg.) and (2) ID 96080248 (AWA=37.9 deg.). 

5.3.2 Variation with mainsail twist angle 
Fig.15 shows the performance variation for the mainsail and 130% jib configuration as a 
function of mainsail twist angle. The mainsail twist was changed by varying the main sheet 
tension. The boom angle was kept parallel with the boat centerline by moving the main 
sheet traveler. The experiment was performed for an average value of AWA of 30 ± 2 
degrees and mean draft at around 10%. The jib shape was fixed. The twist angle is defined 
as the angle between the boom line and section chord line at 80% height. In the figure, the 
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twist angle ranges from 4.5 degrees to 24.9 degrees for the port tack. Varying the twist angle 
by 20.4 degrees, results in the value of CX in Fig. 15(b) changing from 0.33 to 0.39 (18%), and 
the value of CY changing from 1.16 to 1.39 (20%). It can be seen that the maximum CX occurs 
at a twist angle of around 15 degrees. The considerable decrease in CY with increasing twist 
angle is also worth noticing. In this case, the calculated results of both VLM and RANS-
based CFD for CX and CY, and CL and CD correspond to the measured values very well.  
 
 
 

   
 

 
 
 

Fig. 15. Performance variation as a function of mainsail twist angle for mainsail and 130% jib. 

Figures 16(1) and 16(2) show the calculated results using RANS-based CFD. Fig.16(1) 
corresponds to ID 97072213 (twist angle = 8.2 deg.), and 16(2) corresponds to ID 97072218 
(twist angle = 24.1 deg.). It can be seen in Fig.16(1) that the streamlines on the upper part of 
the suction side of the mainsail for the smaller twist angle, show considerable flow 
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separation. This is caused by the large angle of attack at the upper part of the sail due to the 
small twist angle. On the other hand, for the higher twist angle shown in Fig.16(2), there is a 
low negative pressure area at the luff on the suction side of mainsail due to the small angle 
of attack. This is what causes the considerable reduction in the calculated value for CX at (2) 
in Fig.15(b). Table 3 shows the shapes and three-dimensional coordinates of the sails for 
cases (1) and (2), which correspond to the calculated results shown in Fig.16. Further 
measured data and comparison with the numerical calculations are described by Masuyama 
et al. (2007 and 2009) 
 
 
 

 

   
 

Table 3. Sail shapes, measured experimental data and three-dimensional coordinates of the 
sails for the cases of (1) 97072213 and (2) 97072218. 
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(1) 

   
 
(2) 

     
 

Fig. 16. (1) Surface pressure and streamlines obtained by RANS-based CFD at experimental 
ID 97072213 (twist angle= 8.2 deg.) and (2) ID 97072218 (twist angle= 24.1 deg.). 

6. Discussion of numerical calculation methods 

The flow is dominated by multiple-lifting-surface aerodynamic interactions. For larger 
AWA values, in particular, a large-scale flow separation exists on the leeward side of the 
sails. In general, there is complex vortex generation in the wake, especially near the top and 
bottom of the sails, i.e., tip vortices are generated and are influenced by the boundary layer 
flows on the sails. The resultant aerodynamic forces are mostly dominated by the pressure 
component, whereas the contribution of the frictional component is generally small. The 
accurate prediction of the boundary layer flows on the sails and the three-dimensional flow 
separation, associated with the abovementioned vortex generation, are big challenges for 
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RANS-based CFD. The geometrical complexity is also another significant challenge to 
RANS-based CFD. The accuracy in the prediction of the CE is of great interest, in association 
with the correct prediction of the above-mentioned three-dimensional flow separation. 
Through the analyses of the multiblock RANS-based CFD, it appears that the overall trends 
of the flow and the aerodynamic forces measured in the experiments are fairly well 
predicted by the present computations. It is also seen that the multiblock domain 
decomposition considered here is very effective for the present mainsail and jib 
configurations. The automatic gridding scheme used successfully generates high-quality 
structured grids for the various sail geometries, AWA, and heel angles considered in the 
present study. Although there are advantages to a structured grid system for high-
resolution in the boundary layer flow, building a grid in this fashion is difficult to apply to 
complex geometries. This problem appears to be resolved by the present scheme.  
The Vortex Lattice method is, on the other hand, a convenient tool to predict the lift and 
induced drag acting on the sail accurately at the apparent wind angles less than about 35 
degrees. The computational time of the method is about a few minutes for one calculation 
condition. The longitudinal coordinates, or x coordinate, of the center of effort of the sail can 
also be calculated with accuracy by the Vortex Lattice method, however, the estimated vertical 
coordinate, or z coordinate, of the center of effort by the Vortex Lattice method is considerably 
higher than the experimental ones. This may be caused by the fact that the flow at the upper 
portion of mailsail is easily separated because of the absence of jib overlapping, while the flow 
separation cannot be taken into account in the Vortex Lattice method 

7. Conclusion 

The sail performance analysis of sailing yacht was carried out by using numerical 
calculations and experiments. Focus in the present manuscript is especially on the upwind 
sailing condition. The sails considered here are IMS type, and the shapes and performance 
were measured by using the sail dynamometer boat Fujin. The measured sail flying shapes 
were used by numerical analysis, where two CFD methods developed by the authors were 
used, i.e. a multiblock RANS-based CFD method by Tahara and a VLM-based CFD method 
by Fukasawa. It appears that the overall trends of the flow and the aerodynamic forces 
measured in the experiments are fairly well predicted by the present computations; and at 
the same time, the present sail performance database based on the full scale onboard 
measurements are very useful for validation study of numerical methods. As compared to 
maturity of VLM, that for RANS-based CFD is still in underway but the future prospect is 
shown promising, especially for capability in predicting separation flow filed where viscous 
effects of fluid are significant. The authors believe that our sail performance database 
associated with accurate sail flying shape measurements will be able to contribute to the 
further development of more advanced CFD methods. 
Although details are not described in the present manuscript, our current effort is directed 
toward the more challenging problem, i.e., extension of the present work for the downwind 
sailing condition. Since the onboard sail shape measurement system of Fujin is incompetent 
for the spinnaker measurement due to its balloon shape, the sail shapes and performance 
are measured using wind tunnel equipment, and such activities are already in progress. The 
sail shapes are recorded using digital cameras and processed to obtain 3D coordinates using 
solid shape analyzer software, which provides 3D coordinates from digital photographs 
taken from several different directions. Importantly, the sail shapes and the sail forces and 
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moment acting on the model are measured simultaneously. The numerical simulation by 
using a RANS-based CFD method is also in progress. Along with integration with the 
aforementioned sail design and performance prediction software AAF, more details of our 
work will be reported in our future publications.  
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Abstract
As computational fluid dynamics has matured to the point where it is widely accepted as a key tool for ship hull form design, 
development of simulation-based design (SBD) has been strongly motivated in the past decades. Although many successful 
demonstrations of SBD were presented, most cases just deal with minimization of total resistance with a formulation of 
single-objective optimization problem. Once the interest is in minimization of ship-scale delivered power or effective power, 
issue related to accuracy of the simulation appears critical in many cases, which yield unconvincing results to hull form 
designers. The method we propose in this paper aims at overcoming the issues. Instead of just counting on predicted power 
from the simulation and solve a single-objective optimization problem, we first introduce variable decomposition approach 
to decompose a target ship performance function into terms including embedded parameters, then formulate and solve a 
multi-objective optimization problem (MOOP). Any scheme to solve MOOP can be applied. In the following, an overview 
of the present approach is given and results are presented and discussed through comparison with available experimental 
fluid dynamics data and detailed analysis of flow and integral parameters. The effectiveness of the present approach is also 
discussed.

Keywords Variable decomposition approach · Multiobjective optimization · RANS-CFD · Energy saving device · 
Minimum powering · Commercial ship

List of symbols
LPP  Length between perpendiculars (m)
LWL  Length at the waterline (m)
B  Breadth moulded (m)
d  Draft moulded (m)
∇  Displacement  (m3)
CB =

∇

LPPBd
  Block coefficient

VS  Ship speed (m/s)
�  Density of water (kg/m3)
g  Gravitational acceleration (m/s2)
�  Kinematic viscosity
Fr =

VS√
gLPP

  Froude number

Re =
VSLPP

�
  Reynolds number

R  Total resistance (N)
1 + k  Form factor
D  Diameter of propeller (m)

n  Propeller rate of revolution (rps)
Va  Advance speed of propeller (m/s)
J =

Va

nD
  Advance ratio

T   Propeller thrust (N)
Kt =

T

�n2D4
  Thrust coefficient

Q  Propeller torque (N m)
Kq =

Q

�n2D5
  Torque coefficient

SFC  Skin friction correction
t  Thrust deduction factor, e.g., 

t =
T−(R−SFC)

T

wn  Nominal wake, wn =

∫ 2�

0
∫

D
2

dh
2

urdrd�

�

4
(D2−d2

h
)

 , 

where the origin is the center of 
propeller

we  Effective wake fraction
wT =

VS−Va

VS

  Taylor wake fraction in model scale

ws  Estimated wake fraction of ship
Q(O)  Propeller torque in open water 

(N m)
�0 =

TVa

2�nQ(O)
  Propeller open water efficiency
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�R =
Q(O)

Q
  Relative rotative efficiency

�P =
1−t

1−wT

�0�R  Propulsive efficiency

Cth = T

/(
�Va

2

2

�D2

4

)
  Thrust coefficient

1 Introduction

As computational fluid dynamics (CFD) has matured to 
the point where it is widely accepted as a key tool for ship 
hull form design, development of simulation-based design 
(SBD) has been strongly motivated in the past decades. The 
most complete survey of such work is found in ITTC reports 
presented in every 3 years, including CFD-based hull form 
optimization in seakeeping/manoeuvring as well as resist-
ance/propulsion research fields [1–3] including related work 
of interest [4–11]. Additionally, some recent examples found 
in the present journal are Kim et al. [12] and others [13–16]. 
The SBD was proposed in many forms, where high perfor-
mance computing CFD solvers, optimization algorithms, 
geometry and grid manipulation automatic methods are 
effectively integrated. Focus of the present work is also 
there. SBD developed in the previous work was successfully 
used in the optimization of high speed monohull, multihull, 
and displacement ships (Tahara et al. [17–19], Campana 
et al. [20], Kandasamy et al. [21], Diez et al. [22]). Our new 
challenge is to achieve the next goal of SBD in commercial 
ship design, i.e., advanced-level SBD is coupled with tra-
ditional design arts to fully utilize the expertise and at the 
same time to consider newly introduced ship design index 
in International Maritime Organization (IMO), i.e., Energy 
Efficiency Design Index (EEDI) or Energy Efficiency Oper-
ational Indicator (EEOI); which background also yields a 
modern design trend to install optimal energy saving devices 
(ESD, see Fig. 1 for example).

In such applications of SBD to ship design, accurate 
prediction of powering parameters, e.g., self-propulsion 
factors (i.e., t, wt, and ηR), is especially important, while 
issues related to scaling of ESD effects must be carefully 
treated [23]. In fact, the traditional design looks into 
details of embedded parameters related to powering, and 
in practise, solves multidisciplinary or multi-objective 
problem, where the parameters are sometimes conflicting, 
i.e., the improvement of a specific parameter causes the 
worsening for some others. Nevertheless, most of simu-
lation-based optimizations reported in the past decades 
are to minimize the total resistance, and in some cases, in 
associated with other ship performance parameters, e.g., 
seakeeping merit function. We recently investigated the 
CFD capability to predict the parameters, observing the 
related workshop data (CFD workshops: Gothenburg 2010 

[24], Tokyo 2015 [25]) and data from EEDI test cases by 
using NMRI CFD codes, and have concluded that, in gen-
eral, powering parameters are fairly well-predicted with 
accuracy in trends, but the quantitative accuracy needs 
more improvement especially for wt (Kasahara [26], Ich-
inose et al. [27]). Consequently, accuracy in the predicted 
power, i.e., delivered power (DP) or effective power (EP), 
totally depends on the quantitative accuracy of the self-
propulsion factors, and in many cases, this fact yields 
unconvincing results to hull form designers. As far as the 
trends are trustworthy, an appropriate approach must be 
introduced to make fully use of current CFD capability for 
hull form design.

The method we propose in this paper aims at overcom-
ing the above-mentioned issues. Instead of just counting 
on predicted power from the simulation and solve a single-
objective optimization problem (SOOP), we first introduce 
separation of variable decomposition approach (VDA) to 
decompose a target ship performance function into terms 
including embedded parameters, then formulate and solve a 
multi-objective optimization problem (MOOP). Any scheme 
to solve MOOP can be applied. Indeed, derived equation in 
VDA form is shown very useful to evaluate impact of each 
factor on a target function. And as far as this is solved in a 
form of MOOP by using the present optimization scheme, 
quantitative accuracy to evaluate each objective function 
may differ; where in this regard, the approach for MOOP 
to deal with different accuracy (or fidelity) CFD was suc-
cessfully demonstrated and examined in the previous work 
[18]. The optimization will yield Pareto optimal set when 
the objective functions are conflicting relation, and impact of 
each function on target function can be separately corrected 
by using design experience. Or, the estimation given in the 
present VDA form may appear to be reasonably accurate. 
As it is shown later, letting the delivered power be a target 

Fig. 1  Overview of stern geometry for 82BC test case. Both rudder 
and ESD are attached to the bare hull
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function, we have VDA form involving terms related to self-
propulsion factors and that is quite suitable to account for 
the traditional design intuition.

Our approach is demonstrated by using NMRI-SBD, an 
extended version of the earlier work for more capability and 
practical applications. For instance, that takes over the three-
component-SBD model, which is composed of optimizer, 
geometry modeler, and asynchronous CFD evaluator mod-
ules. Each of those controls functionally independent and 
replaceable submodules. Methods to perform CFD along 
with preprocessing including meshing and post-processing 
are NMRI in-house codes, i.e., HULLDES, AUTODES, 
GTOOL, NEPTUNE, SURF and NAGISA (NMRI CFD 
2015 [28]), which are capable to use high-efficiency sin-
gle-block and more flexible multi-block computational 
grids, where the latter is essential feature to perform ESD 
optimization. The CFD methods are implemented into a 
self-propulsion simulator, where the Reynold-averaged 
Navier–Stokes (RaNS) solver is coupled with a propeller-
performance programme in an interactive and iterative 
manner. The yielded powering parameters are used in the 
present optimization in a form of multi-objective functions 
derived by the aforementioned VDA. The test ship models 
considered here are NMRI original design and contractor 
design bulk carriers and tankers, for all of which experi-
mental fluid dynamics (EFD) data are available for valida-
tion. In the following, an overview of the present approach 
is given and results are presented and discussed including 
comparison with available EFD data and detailed analysis of 
flow and integral parameters. The effectiveness of the pre-
sent approach is also discussed. Finally, conclusion is given.

2  Overview of VDA: analysis and definition 
of objective function

In this section, an overview is given of method we propose, 
i.e., VDA to analyze the target function and redefine the 
multi-objective functions to be minimized. A background 
is our recent investigation on the CFD capability to predict 
powering parameters. The related workshop data (Gothenburg 
2010 [24], Tokyo 2015 [25]) and data from EEDI test cases 
using NMRI CFD codes are carefully examined. For example, 
Fig. 2 shows the comparison of ship resistance between CFD 
and EFD for a NMRI chemical tanker test case, for which 
accuracy in prediction of wave-making resistance is relatively 
important at the design speed (i.e., Froude number ~ 0.18). 
Figure 3 shows the comparison of nominal wake between CFD 
and EFD for a NMRI bulk-carrier test case. It is seen that 
ship resistance along with wake fields in towing condition is 
generally well predicted by most of CFD methods; although 
higher order turbulence model indicates better agreement as 
demonstrated for (b). However, as shown in Fig. 4 for a NMRI 

bulk-carrier test case as an example, we still observe difficul-
ties in self-propulsion condition, i.e., powering parameters are 
fairly well-predicted with accuracy in trends, but the quantita-
tive accuracy needs more improvement. Since accuracy in the 
predicted power totally depends on those, this fact must be 
considered in development of more reliable next-generation 
SBD.

Our proposed approach is as follows: instead of just count-
ing on predicted power from the simulation and solve a SOOP, 
we first introduce VDA to decompose a target ship perfor-
mance function into terms including embedded parameters, 
then formulate and solve MOOP. In the following, details 
are given of our VDA, where, the target function is delivered 
power (DP), which will be the most straightforward example. 
Two cases, i.e., a simplified form and a more general form, 
are presented.

2.1  Case 1: simplified form

First, simplified form of DP is derived to demonstrated and 
show overview of the present VDA. By definition, DP is given 
as,

Here, R is ship resistance, Vs is ship speed, and ηP is pro-
peller efficiency. During the optimization, assuming that Vs, 
thrust deduction coefficient 1 − t, propeller efficiency ratio ηR 
are constant, effective wake 1 − we is proportional to nomi-
nal wake 1 − wn , i.e., 1 − we ∝ 1 − wn (= Wn), advance ratio 
J ∝ Wn∕nD (n: number of propeller rotation, D: propeller 
diameter), and engine control is for constant torque. Besides, 
local linearization of variables enables to write Eq. 1 as,

(1)DP ∝
RVS

�P

.

(2)
�DP

DP
=

�RV

R
−

��P

�P

.

Fig. 2  Comparison of total resistance between CFD and EFD. 33CT 
test case for model scale condition. NAGISA is used with 2.8 Mil. 
cells
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Also from definition,

where Kt and Kq are trust and torque coefficients, ρ is fluid 
density. In similar manner to Eq. 2, the following are given 
by definition of ηP and R;

Additionally, definition of J and Eq. 6 give:

Assuming that the following parameters are given by design 
experience,

Hence, we have an expression of DP as follows:

Furthermore, torque constant control is considered to 
rewrite the term related to n, which yields

(3)�P =
Kt

Kq

J

2�

1 − t

1 − we

�R,

(4)T = �n2D4Kt =
R

1 − t
,

(5)
��P

�P

=
�Kt

Kt

+
�J

J
−

�Kq

Kq

−
�Wn

Wn

,

(6)
�R

R
=

�Kt

Kt

+
2�n

n
+

4�D

D
.

(7)

�J

J
=

�Wn

Wn

−
�n

n
−

�D

D

=
�Wn

Wn

−
1

4

(
�R

R
−

�Kt

Kt

+
2�n

n

)

=
1

1 − �t∕4

(
�Wn

Wn

−
�R

4R
−

�n

2n

)
.

(8)�t =
�Kt

�J

J

Kt

, �q =
�Kq

�J

J

Kq

.

(9)

�DP

DP
=

�R

R
−

1 + �t − �q

1 − �t∕4

(
�Wn

Wn

−
�R

4R
−

�n

2n

)
+

�Wn

Wn

.

(10)

�DP

DP
=

(
1 +

1

4

(
1 + �t − �q

1 − �t∕4

))
�R

R

+

(
1 −

1 + �t − �q

1 − �t∕4

)
�Wn

Wn

+
1

2

(
1 + �t − �q

1 − �t∕4

)
�DP

DP
.

Fig. 3  Nominal wake distribution for 82BC test case for 7 m model 
scale condition. a Neptune HO Grid 1.46 Mil. Cells (both sides) with 
MSA turbulence model, b Nagisa OO Grid 2.46 Mil. Cells (both 
sides) with k − ω EASM turbulence model, and c measurements. See 
Ref. [30] for more detailed conditions

▸
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Here, coefficients are redefined and a simpler form can be 
given by,

where

(11)
�DP

DP
=

�1

�0

�R

R
+

�2

�0

�Wn

Wn

,

(12)

⎧⎪⎨⎪⎩

�0 = 1 −
�3

2
, �1 = 1 +

�3

4
, �2 = 1 − �3

�3 =
1 + �t − �q

1 − �t∕4
.

Finally, an approximated form of DP using Eq. 12 is

or

For simplicity, Eq. 14 can be used for definition of objective 
function to be minimized, i.e.,

which was investigated by the authors for a single-objective 
optimization test case in earlier work [32]. This problem can 
be solved as multi-objective optimization problem, defined 
as

where coefficients in Eq. 11 are positive.

2.2  Case 2: more general form

Next, a more general form of DP is derived. Again, based on 
definition, DP is given by

η0 is given by using ideal efficiency, i.e.,

where constant αP (≈ 0.65 for MAU and 0.75–0.85 for con-
ventional propellers) is related to momentum and viscous 
losses. Introducing propeller advance speed Va, thrust coef-
ficient Cth is defined as

all of which yields alternate expression of DP as follows:

or

Introducing approximation form for the term related to Cth 
in the following manner,

(13)DP ∝ R�1∕�0 Wn
�2∕�0

(14)DP�0∕�1 ∝ RWn
�2∕�1 = RWn

� .

(15)Min. F = RWn
� ,

(16)Min.

{
F1 = R

F2 = Wn

,

(17)DP ∝
RVS

�P

= RVS

1 − wS

1 − t

1

�0�R

=
TVS(1 − wS)

�0�R

.

(18)�0 = �P

2

1 +
√

1 + Cth

,

(19)Cth = T

/(
�Va

2

2

�D2

4

)

(20)DP ∝
TVS(1 − wS)

Va�P

1 +
√

1 + Cth

2�P

1

�R

(21)DP ∝
��D2

16�P�R

Va
3Cth(1 +

√
1 + Cth).

(22)Cth(1 +
√

1 + Cth) ≈ �Cth
r.

Fig. 4  Comparison of self-propulsion factors for 82BC test case for 
fully appended condition. Unstructured grid CFD code SURF is used 
with meshing code HEXPRESS [29]. The total number of cells var-
ies in 5.76–7.84  Mil. depending on duct geometry. WAD0 through 
WAD4 correspond to NMRI WAD test models with large variety of 
geometry. See [31] for more detailed information
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Then, DP can be expressed in more practical form as 
below:

or

Note that a chart shown in Fig. 5 or any design chart/
empirical formula can be used to derive Eq. 19. In our expe-
rience using Fig. 5 for the full ships with Cth = 0.75–0.85, we 
have β = 2.23 and r = 1.23 indicating within 0.5% approxi-
mation error in Ee.22 (i.e., differences between right and left 
side terms), which is considered to be sufficiently accurate. 
Finally, the following expression of DP is derived as dem-
onstrated earlier, 

or

For r = 1.23 it yields,

(23)

DP ∝
��D2

16�P�R

Va
3�Cth

r

=
8r(��D2)

1−r
�VS

3−2r

16�P�R

(1 − wS)
3−2rRr(1 − t)r

(24)DP ∝
1

�R

(1 − wS)
3−2rRr(1 − t)r.

(25)
�DP

DP
= r

�R

R
− r

�(1 − t)

(1 − t)
+ (3 − 2r)

�(1 − wS)

(1 − wS)
−

��R

�R

(26)
1

r

�DP

DP
=

�R

R
−

�(1 − t)

(1 − t)
+

3 − 2r

r

�(1 − wS)

(1 − wS)
−

1

r

��R

�R

.

(27)

1

r

�DP

DP
≈

�R

R
−

�(1 − t)

(1 − t)
+ 0.433

�(1 − wS)

(1 − wS)
− 0.811

��R

�R

,

which agrees well with our design experience. Using similar 
representation of the previous section, this problem where 
DP is minimized can be solved as multi-objective optimiza-
tion problem, defined as

Furthermore, our unit analysis in which ESD is consid-
ered to be a part of propulsion system considers δ R = 0, 
hence we have,

and if �(1 − wS)∕(1 − wS) ≈ �(1 − wt)∕(1 − wt) is valid

Further assuming that δηR is negligible and using similar 
representation of the previous section, this problem where 
DP is minimized can be solved as multi-objective optimiza-
tion problem which defines,

It is noteworthy that the above analysis will provide rea-
sonable estimation of gain of a target function, i.e., in this 
case DP, together with individual impact of each term on the 
target function. This feature is evaluated later.

3  Overview of NMRI‑SBD method

NMRI SBD consists of the three main components; i.e., opti-
mizer (OPT), geometry modeler (GM), and asynchronous 
CFD evaluator (AE) modules. Each of those controls func-
tionally independent and replaceable submodules involving 
deterministic and stochastic/single-objective (SO) and multi-
objective (MO) optimization methods, CAD direct/indirect 
control interface and surface morphing method, and both of 
the two major CFD approaches, i.e., potential flow based-
CFD (PF-CFD) and RaNS based CFD (RANS-CFD). The 
three main modules can be used in a combined or separated 
form depending on design needs.

(28)Min.

⎧
⎪⎪⎨⎪⎪⎩

F1 = R

F2 = −(1 − t) or F2 = t

F3 = 1 − ws

F4 = �R

(29)

1

r

�DP

DP
= −

�(1 − t)

(1 − t)
+

3 − 2r

r

�(1 − wS)

(1 − wS)
−

1

r

��R

�R

≈ −
�(1 − t)

(1 − t)
+ 0.433

�(1 − wS)

(1 − wS)
− 0.811

��R

�R

,

(30)
1

r

�DP

DP
≈ −

�(1 − t)

(1 − t)
+ 0.433

�(1 − wt)

(1 − wt)
− 0.811

��R

�R

.

(31)Min.

{
F1 = t

F2 = 1 − wt

.

Fig. 5  Efficiency of various propulsion devices and Cth ranges for 
ship classes (Breslin et al. 1994 [33])
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As shown in Fig. 6, the three components are defined 
in a general manner. The OPT module includes SOOP and 
MOOP schemes, which covers gradient and non-gradient 
based schemes. The GM module offers capability in both 
CAD and morphing based design modification methods. 
Finally, the AE module is implemented to make flexible 
interface with both parallel and/or serial mode PF and/or 
more expensive RANS-CFD. OPT and AE modules are 
coded based on MPI parallel computing architecture.

3.1  RANS‑CFD method

Adopted RANS-CFD methods are all NMRI in-house codes, 
NEPTUNE, SURF, and NAGISA, which have been well-val-
idated through many NMRI internal and external industrial 
test cases and international events to competitively evaluate 
the ship hydrodynamics CFD capabilities (e.g., CFD Work-
shop 2015 [25]). NEPTUNE and SURF are general-purpose, 
structured and unstructured grid, respectively, high perfor-
mance parallel computing RANS codes. The finite volume 
discretization and pseudo-compressibility velocity–pressure 
coupling approach are adopted. Several isotropic turbu-
lence models are available, while in the present application, 
Spalart–Allmaras turbulence model is used [34].

NAGISA is the latest multi-block structured grid code, 
i.e., extended version of NEPTUNE, including overset grid 
capability to provide flexibility in grid generation, local 
grid refinement, and for bodies and/or blocks with relative 
motions; and k − ω two-equation-based isotropic and aniso-
tropic turbulence models [35]. For all codes, prediction of 
sinkage and trim is possible using moving grid approach; 
and the self-propulsion simulation is also possible using 
simplified propeller theory along with body-force approach 
to couple with RANS equations, which effectively enhances 
computational performance. In the present study, self-pro-
pulsion simulation is basically performed for ship-point self-
propulsion condition.

Regarding grid study and uncertainty assessments, which 
relate to the present study, see Kasahara [26], and Ichinose 
et al. [27], where both in-house and commercial meshing tools 
described below are used.

3.2  CAD, meshing, and ESD modelling tools

The primary CAD system in the present study is NAPA [36], 
which is at present one of the most widely used CAD systems 
in the domestic and foreign commercial ship yards. In addition, 
RHINOCEROS [37] is used for detailed ESD design, which 
numerical data are directly converted to 3D printer input, 
and the new test model is prepared within a day. Along with 
commercial structured and unstructured meshing tools, i.e., 
GRIDGEN [38] and HEXPRESS [29], respectively, NMRI 
in-house codes AUTODES and GTOOL are used. The latter 
is developed especially for ESD parametric design and mesh-
ing, along with overset preprocessing for NAGISA code. The 
AUTODES is extended version of the HULLDES for para-
metric hull form modification and GTOOL GUI, and also SQP 
based automatic optimization by coupling with NMRI CFD 
codes. For optimization of ESD demonstrated later, parametric 
ESD modelling feature of GTOOL is used (see [39, 40] for 
additional information especially related to this application). 
In addition, blending (morphing) type shape modification and 
grid re-generation is also used for hull form optimization test 
case described later in a similar manner demonstrated in the 
earlier work [19].

3.3  General definition of multi‑objective 
optimization problem

Shape design optimization is typically formulated in the frame-
work of non-linear programming (NLP) problem. For a gen-
eral expression of N-objective function optimization problem 
in ship hydrodynamics, the mathematical formulation assem-
bles all the design variables x1, x2,..., xM in a vector ⇀x = (x1, 
x2,..., xM)T belonging to a subset χ of the M-dimensional real 
space ℜM , that is �⃗x ∈ 𝜒𝜒 𝜒 ℜM (upper xu

i and lower xl
i bounds 

are typical enforced onto the design variables). The objective 
of the optimization F⃗ = (F1, F2,..., FN)T and the equality and 
inequality constraints h, g are functions of the design vari-
ables ⇀x and of the state of the system u⃗(⇀x) . A general form for 
constrained NLP problems is then to find the particular vector 
⇀

x in the subset χ which solves the following:

(32)Min ∶

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

F1

�
x⃗, u⃗(x⃗);Re, Fr

�
F2

�
x⃗, u⃗(x⃗);Re, Fr

�
⋅

⋅

FN

�
x⃗, u⃗(x⃗);Re, Fr

�
, �⃗x ∈ 𝜒𝜒 𝜒 ℜ

M ,

OPT

GM AE RANS-CFD 1

PF-CFD 1

PF-CFD n2

Interface with MPI Parallel Coding

RANS-CFD n1

Fig. 6  Basic components and module interfaces of the present NMRI 
simulation-based design (SBD)
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where hj and gj are constraint functions.

3.4  Evolutionary algorithm: real‑coded 
multi‑objective genetic algorithm

EA adopted in the present study is the real-coded multi-
objective genetic algorithm (RC-MOGA). The authors 
competitively evaluated both RC-MOGA and more clas-
sical Binary-coded MOGA (BC-MOGA) in the earlier 
work. It is found that each approach offers the advantage 
over the other depending on the problem setup, e.g., if the 
design variables are given as continuous real number, RC-
MOGA is more suitable. The capability RC-GA in ship 
design optimization is investigated in the authors’ earlier 
work. In more general engineering applications details of 
both algorithms are discussed by Deb [41]. In addition, it 
is noteworthy that since the EA uses random coefficients 
to enhance the dynamic of the individuals exploring the 
design space, a large campaign of computations should 
be performed to obtain statistically significant results. 
Although such an approach is computationally extremely 
expensive, it provides systematic results and the effective-
ness is focused in the present study.

The basic algorithm of RC-MOGA in the present 
optimization framework is illustrated in Fig. 7. As dem-
onstrated in the previous work, higher fitness f is given 
to individuals of higher Pareto ranking RP, i.e., f = 1/RP. 
As above mentioned, a drawback of evolutionary family 

(33)
Subject to.

⎧
⎪⎪⎨⎪⎪⎩

hj(
⇀

x) = 0 (j = 1,… , p)

gj(
⇀

x) ≤ 0 (j = 1,… , q)

xl
i
≤ xi ≤ xu

i
(i = 1,… , M)

,

algorithms is increase of the computational load; however, 
that is overcome in the present framework by introducing 
parallel computing technique, i.e., message passing inter-
face (MPI) protocol with AE model.

4  Example of application: exploration 
of hull form design space 
and investigation of associated flow 
features

In the following, we discuss detailed evaluation of the pre-
sent approach associated with practical design projects, 
involving exploration of its design space and investigation 
of hull form and associated flow features. Test parent design 
is two types: 33CT and 82BC hull forms are designed in 
NMRI EEDI Project Team, while the alphanumeric codes 
stand for 33,000 DW Chemical Tanker and 82,000 DW Bulk 
Carrier, respectively. These are designed in NMRI for inves-
tigation purpose and the geometry is available for public use. 
Principal dimensions for the baseline designs are shown in 
Table 1.

Self-propulsion factors of the baseline designs are evalu-
ated by using the implemented CFD method and the results 
are compared with EFD data. NEPTUNE is used with zero 
Fr model scale conditions and ship-point self-propulsion 
conditions are performed by using separately designed 
clockwise rotating propellers for 82BC and 33CT test cases. 
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Fig. 7  Parallel computing algorithm and asynchronous evaluation for 
evolutionary optimizer module

Table 1  Principal dimensions 
for baseline designs for 82BC 
and 33CT test cases (82BC and 
33CT correspond to 82K DWT 
Bulk Carrier and 33K DWT 
Chemical Tanker, respectively)

82BC 
bulk car-
rier

33CT 
chemical 
tanker

Lwl (m) 225.0 173.0
Lpp (m) 222.0 170.5
B (m) 32.26 27.7
d (m) 12.2 10.0
Cb 0.87 0.80
Vs (kn) 14.2 15.3

Table 2  Comparison of CFD 
and EFD results for 33CT and 
82BC baselines

EFD CFD Error

33CT
 1 + k 1.246 1.208 − 3.0%
 1 − t 0.835 0.831 − 0.5%
 1 − wt 0.659 0.646 − 2.0%

82BC
 1 + k 1.310 1.227 − 6.3%
 1 − t 0.842 0.837 − 0.6%
 1 − wt 0.542 0.582 7.4%
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The full-load and even-keel conditions are assumed. Topol-
ogy and total number of computational grids are HO type 
and about 1.6 million cells. Table 2 shows the comparison 
of self-propulsion factors between the CFD and EFD (using 
7 m model). It is seen that trend of values in EFD between 
the two models are accurately predicted by CFD. For more 
detailed information of grid study, see Ichinose et al. [27]. 
We prepare the computational grid with relatively small size 
to avoid significant increase of computational hours in exten-
sive series computations, paying enough care for the accu-
racy in trends as discussed in the reference. Hence, NMRI 
SBD is used to explore the design space and observe trend 
of the target functions derived by VDA. The focus is on the 
three target functions as follows: 

where the formulation of the target functions is based on 
Eq. 28 and δηR is assumed negligible. Hence, our approach 
to explore the design space is: (1) select a type ship from 
NMRI design database; (2) optimize mainly forebody to 
minimize wave-making resistance and afterbody to mini-
mize viscous resistance (i.e., F1), and define an initial base-
line design; (3) keeping the same displacement, optimize 
afterbody to minimize self-propulsion factors, i.e., F2 and F3 
in Eq. 34, and define sister baseline designs; and (4) create 
and examine new sibling designs using the hull form blend-
ing approach, which operation is written by,

(34)Evaluate

⎧⎪⎨⎪⎩

F1 = R

F2 = t

F3 = 1 − wt

,
where n is number of baseline design to be used in the 
blending operation, P⃗1 , P⃗2 , … ⃗Pn are surface points for cor-
responding n baseline designs; and αj are design variables. 
αj is typically bounded as 0 ≤ αj ≤ 1 for internal blending 
and the bound can be extended negative and more-than one 
for external blending. The computational volume grid is re-
generated similarly, by defining P⃗1 , P⃗2,…, P⃗n+1 to be grid 
points in solution domain for the baseline designs. For the 
results discussed below, the variation of design variables 
are 0 ≤ �i ≤ 1 and −0.1 ≤ �i ≤ 1.1 for internal and external 
blending, respectively; and uniform random number is used 
to give αj.

Optimization here is manually done by designers by mov-
ing CAD control points, in aid of design expertise, EFD 
design database, and CFD analysis. Modification of cross-
sectional volume distribution is referred to as “UV modi-
fication” in our study, which is characterized by shape of 
framelines and trends in flow; i.e., as compared to V-type 
framelines, relatively more pronounced U-type framelines 

(35)

P⃗ = a1P⃗1 + a2P⃗2 for n = 2

where

�
a1 = 𝛼𝛼1

a2 = (1 − 𝛼𝛼1)

and

P⃗ = a1P⃗1 + a2P⃗2 + a3P⃗3 for n = 3

where

⎧⎪⎨⎪⎩

a1 = 𝛼𝛼1

a2 = (1 − 𝛼𝛼1)𝛼𝛼2

a3 = (1 − 𝛼𝛼1)(1 − 𝛼𝛼2)𝛼𝛼3

So that

n�
1

aj = 1,

Fig. 8  Comparison of baseline 
designs. 82BC test case
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yield larger viscous resistance and stronger bilge vortices. 
Figures 8 and 9 show the comparison of baseline designs for 
82BC and 33CT test cases, respectively; and Figs. 10 and 
11 show the comparison of the target functions for 82BC 
and 33CT test cases, respectively. As shown in the figure, 
the target functions indicate that F2 vs. F3 are apparently 
conflicting relations for both 82BC and 33CT cases; and F1 
vs. F3 are also conflicting, but more complexities are shown 
for 33CT case. In the following, details of our analysis are 
given.

For BC test case, the initial baseline design is Model A. 
This model indicates significantly low viscous resistance 
(i.e., F1), and resultant stern frameline shape is V-type. 
On the other hand, 1 − wt (i.e., F3) of Model A is shown 
too high, which apparently causes low propulsive perfor-
mance. Then, Model B is designed by modifying afterbody 
for Model A, aiming at opposite hydrodynamic trends as 
much as possible. As shown in Fig. 10, the effort is seen 
considerably successful, but it also appears that Model B has 
significantly deteriorated t (i.e., F2). This suggests redesign 
of the afterbody to yield Model C which indicates lower t. 
Both longitudinal and cross-sectional volume distributions 
are modified so as to lower t. More specifically, the stern end 
waterline tangential angle near the top of propeller disk is 
carefully modified, especially observing trends in the surface 
pressure field predicted by CFD for self-propulsion condi-
tion. Finally, aforementioned hull form blending is used to 
explore the design space, and we found that the present three 
baseline designs are good parent baseline designs to yield 
variety of sibling designs.

On the other hand, we perform the similar approach for 
CT test case. The initial baseline design is New Design 1 
shown in the figure. This model is aimed to have low viscous 
resistance (i.e., F1) and the resultant stern frameline shape is 

also V-type. Then it appears that t (i.e., F2) of New Design 
1 must be lowered, and New Design 2 is developed. In simi-
lar manner to that for BC test case, the stern end waterline 
tangential angle near the top of propeller disk is carefully 
modified. At this point, we performed blending approach 
to identify important geometrical and hydrodynamic trends 
in the design space, while we found that the latter presents 
quite different trends from those for BC test case. We made 
further effort to lower F1, then developed New Designs 3 and 
4, both of which are shown very promising.

The above-mentioned exploration of design space may 
not be efficiently performed without utilizing the present 
approach, i.e., SBD with detailed observation of decom-
posed target parameters. The propulsive factors in this case 
are theoretically derived by the present VDA. Importantly, 
the present way to explore design space is very effective 
to take the traditional design expertise into account, since 
traditional designers usually looks into details of embedded 
parameters related to powering, and in practise, solves mul-
tidisciplinary or multi-objective problem.

A detailed investigation of trends between geometry and 
flow is another important objective of the present study. 
More results for different aspects of flow are also given in 
Ichinose et al. [27]. In the analysis, the hull form-blending 
approach presented in Eq. 35 is used between the baseline 
and final sister designs for both 33CT and 82BC test cases 
(see Fig. 9 for the geometry). Full scale and model scale are 
considered. The topology type and size of computational 
grids for model scale are same as for the previous analyses. 
Those for full scale are the OO topology NEPTUNE usa-
ble and about 2.4 and 2.2 million cells (321 × 73 × 105 and 
321 × 73 × 97, respectively), for 33CT and 82BC test cases, 
respectively. The minimum spacing normal to wall is set to 
be y+ = 0.75 for both model- and full scales.

Fig. 9  Comparison of baseline 
designs. 33CT test case
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First, model-scale computational results are discussed. 
Figure 12 shows comparison of surface pressure and limit-
ing streamlines. On the afterbody, a pressure pocket (low 
pressure region) is located near the stern bilge, which causes 
the streamlines to converge towards the stern bilge, and the 
streamlines meet those from the flat bottom and finally form 
the stern bilge vortex. It was expected to see the trends in 
classical discussion, i.e., the U-type frame-line stern form 
would produce broader and deeper pressure pocket, yielding 
larger and stronger stern bilge vortex. However, those are 
slightly different in the present case, i.e., the present U-type 
stern form produces weaker and backward pressure pockets 
as compared to the V-type. This is apparently due to the way 
in the recent design of this type, i.e., a special care is always 

paid for bilge part near the pressure pocket not to be too 
expand so as to preclude significant increase of the viscous 
pressure resistance. As modified from V-type to U-type, 
the slopes of separation lines become steeper according to 
steepness of contour lines on pressure distributions. These 
changes of flow field affect to bilge vortices as discussed 
below.

Figure 13 presents limiting streamlines associated with 
cross-sectional representation of axial vorticity distribu-
tions, where the vorticity contour lines clearly show gen-
eration of bilge vortices associated with merging of limit-
ing streamlines. As noted above, depending on steepness of 

MODEL-C

MODEL-B

MODEL-A

1-wt

C
T
(T
ow
in
g
co
nd
iti
on
)

0.6 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68

0.
00
08
4

0.
00
08
6

0.
00
08
8

0.
00
09

MODEL-C

MODEL-B

MODEL-A

1-wt

t(
Th
ru
st
de
du
ct
io
n)

0.6 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.680.
14

0.
15

0.
16

0.
17

Fig. 10  Exploration of design space (82BC test case)

New Design 1

New Design 4

New Design 3

New Design 2

1-wt

C
T
(T
ow
in
g
co
nd
iti
on
)

0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69

0.
00
08
6

0.
00
08
8

0.
00
09

0.
00
09
2

New Design 1

New Design 3

New Design 2

New Design 4

1-wt

t(
Th
ru
st
de
du
ct
io
n)

0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.690.
13

0.
14

0.
15

0.
16

0.
17

0.
18

0.
19

0.
2

0.
21

Fig. 11  Exploration of design space (33CT test case)

─ 534 ─ ─ 535 ─



271Journal of Marine Science and Technology (2019) 24:260–283 

1 3

Fig. 12  Pressure distribu-
tions and limiting streamlines. 
Model-scale condition (left 
and right for 33CT and 82BC, 
respectively; top and bottom for 
V and U-types, respectively)

Fig. 13  Limiting streamlines 
and axial vorticity distribution. 
Model-scale condition (left 
and right for 33CT and 82BC, 
respectively; top and bottom for 
V and U types, respectively)
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contour lines of pressure distribution and separation lines in 
the region very close to the stern, axial vorticity for U-type 
becomes stronger than that of V-type. The results related to 
viscous pressure resistance are discussed in association with 
Fig. 14, presenting longitudinal components of normal pres-
sure force acting on the surface, for which integral over the 
surface yields viscous pressure resistance. The U-type shows 
expanded negative region that corresponds to the raising of 
the hollow parts of hull forms. These differences lead to the 
increase of the viscous pressure resistance; i.e., increases of 
form factor 1 + k are from V-type to U-type are 2.9 and 6.2% 
based on U-type for 33CT and 82BC, respectively.

Finally, full scale results are discussed. Figures 15 and 
16 show the comparisons of results for 33CT test case for 
model and full scales. The figure also includes results of 
potential flow simulation, which are obtained from Hess-
Smith type surface panel method approach [42]. There are 
some expected trends in those flow aspects, e.g., full scale 
viscous surface pressure distributions show more similar-
ity to those of the potential flow. Additionally, as expected, 
overall features of surface streamlines are mostly similar 
between the two, but those near the stern are apparently dif-
ferent due to viscus effects of flow. On the other hand, it 
may be noteworthy that impacts of the Re difference on the 
flow differ between the U- and V-types. The difference of 
form factor 1 + k between U and V types is 2.9% (based on 

value for U type) for model scale, and that for full scale is 
4.3%. Those implies that three-dimensional flow separation 
and associated vortex generation and increase in drag occur 
under more complex influences of Re differences between 
the two scales, and simple scaling methods obviously have 
limitations to account for those. Of course, the validation of 
full scale simulation is still in progress and further investi-
gation is necessary to have certain conclusion. At present, 
results shown here are found very promising, with respect to 
a fact that CFD will be a key technique to predict full-scale 
ship performance and this is especially true for future ESD 
design [23].

In summary, it is shown in the present demonstration that 
the present SBD approach in association with VDA of target 
function effectively cooperates with the traditional design. If 
this is properly used, the knowledge and capability of the tra-
ditional design will be expanded to explore design space and 
capture important trends of new design and flow. Note that 
selection of parent designs, form of objective functions, and 
way to perform design morphing are also key techniques. 
Moreover, it is stated in [27] that high performance post-
process technique of a large CFD date is of importance as 
well, e.g., movie-style continuous presentation of geometry 
and flow between the two conceptually different ship designs 
provides novel intuitions of basic flow physics associated 
with the geometry, and those are found to be very useful 

Fig. 14  Longitudinal compo-
nents of normal pressure force 
acting on the surface. Model-
scale condition (left and right 
for 33CT and 82BC, respec-
tively; top and bottom for V and 
U types, respectively)
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design information especially for young designers. Prognosis 
of extension of the present work in this respect involving 
“Big Data” research will be provided in future publications.

5  Example of application: duct design 
optimization

The next example is stern duct optimization test case, for 
which the geometrical configuration is shown in Fig. 17. 
This ESD is located near the stern and right before the pro-
peller. The ship hull form is the 208,000 DW contractor 
design bulk carrier (referred to as 208BC), whose dimen-
sions are: Lpp ~ 295 m, B ~ 50 m, d ~ 16 m, and design speed 

Vs ~ 14.5 kn. The aimed hydrodynamic effects are considered 
to be twofold: i.e., improvement of propeller inflow and gen-
eration of propulsion forces using the accelerated stern flow 
due to propeller suction effects. The real-life duct design 
must deal with the continuous variation of cross-sectional 
foil shapes, foil cord length, attack angle, foil thickness and 
location of installment, etc. Although all are possible to con-
sider in the present optimization method, only longitudinal 
installment location and uniformly distributed attack angle 
are considered for the simplicity in the present demonstra-
tion. That is given by using a two-design variable optimiza-
tion problem derived by the present VDA, which is formu-
lated as follows: 

i.e., Eq. 31 and associated assumptions are used. Design 
parameters are duct open angle and longitudinal location; 
and explicit constrains are imposed on variation of design 
variables, i.e., 0° ≤ α1 ≤ 20° and 10%DP ≤ α2 ≤ 30%DP in 
order to avoid excessive geometrical features. Variables α1 
and α2 are related to duct open angle and longitudinal loca-
tion, respectively. Objective functions are evaluated by using 
NAGISA, with zero Fr model scale conditions (Re ~ 6 × 106) 
and ship-point self-propulsion conditions are performed 
using a custom-design clockwise rotating propeller for 
this ship. Turbulence model is Modified Spalart–Allmaras 
(MSA) with system parameter cover = 20. The computa-
tional grids are for full-load and even-keel conditions and 
OO topology NAGISA usable with about 3 million cells 
for hull part (i.e., 353 × 81 × 105 in longitudinal, girth-wise, 
and radial directions, respectively, including both port and 
starboard sides) and 0.26 million cells for duct part (i.e., 
57 × 33 × 145). These setup conditions are found optimal for 
the present test case based on the aforementioned grid study 
and realistic turnaround. Meshing and overset preprocessing 
are performed by using AUTODES and GTOOL described 
earlier.

For the present test case, NMRI SBD with RC-MOGA 
module is used. Population number is 40 and UNDX sys-
tem parameter α = 0.5 and β = 0.35 (see [41]). Optimizations 
were performed up to 4 generations, and 160 new designs 
are automatically generated. Figure 18 shows distribution of 
the designs, where a set of Pareto optimal designs are indi-
cated by blue squares. Note that the values in the figures are 
normalized by that of a representative design (denoted with 
red marker). Apparently, the trend of the objective func-
tions is conflicting. The present approach successfully yields 
Pareto optimal set which involves 5 designs with significant 
differences in t and 1 − wt. The number of Pareto optimal 

(36)Min.

{
F1 = t

F2 = 1 − wt

,

(37)Subject to �l
i
≤ �i ≤ �u

i
(i = 1,… , M),

Fig. 15  Comparisons of limiting streamlines and axial vorticity dis-
tribution for 33CT. Full-scales condition (top and bottom for V and U 
types, respectively)
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design is considered to be enough for further evaluation, and 
the significant differences in t and 1 − wt are related to the 
diversity of Pareto optimal designs. The diversity appears 
acceptable for the present setup with relatively narrow range 
of variable variation to avoid excessive geometry as men-
tioned earlier. In this investigation, we apply unit analysis, 
which consider that duct is part of propulsion system and 
propulsion factors are examined using resistance without 
duct case. The related formula is Eq. 31. Hence, resultant 
propulsion factors represent effects of power gain due to 
duct installment.

In the following, more details of design aspects of gener-
ated new designs are discussed in association with sensitiv-
ity analysis of design variables. As shown in Fig. 19, Pareto 
set designs (denoted by red and purple markers) are located 
in the range between 10° and 18° for open angle, and 13 and 
24%D for longitudinal location. In the comparison of those 
variables vs. resistance Cd (see Fig. 20), minimum is nearly 
located at open angle 10°, while longitudinal location does 
not indicate clear minima or maxima, all of which agrees 
well with our design and EFD experiences.

Next, influences of design variables on propulsion fac-
tors are discussed. As is shown in Fig. 21, minimum thrust 
deduction t is indicated near open angle 13°, which is attrib-
uted to a fact that duct inflow angle is larger near the top of 

duct due to propeller suction effects. On the other hand, open 
angle around 5° yields highest wake coefficient 1 − wt, where 
the angle seems to be adjusted angle with the inflow that 
does not cause deceleration of propeller inflow. Again, those 
trends indicated in the results agree well with our design 
experiences.

Next, flow field aspects are discussed. Figure 22 shows 
comparison of surface pressure field and flow separation 
region (iso-surface of U = 0) for id051 design and its open-
angle variated versions. id051 is one of Pareto set designs 
and finally selected as EFD validation. Open angles 0° and 
20° are considered to show the influences on flow. For all 
cases, flow separation near the stern shown in towing condi-
tion generally decreases in self-propulsion condition due to 
the accelerated flow by propeller suction effects; where the 
separation region is smallest for id051 in self-propulsion 
condition. The flow separation for angle 0° and 20° occurs in 
upper and lower region of the duct, respectively. The small-
est separation region for id051 is related to the smallest t 
among the three, and it is also seen that thrust is generated 
especially upper part of the duct.

On the other hand, the trends of flow shown in the Pareto 
optimal designs are noteworthy. Table 3 shows the compari-
son of design variables among Pareto optimal designs in the 
descending order of t, and the Fig. 23 the respective surface 

Fig. 16  Comparisons of pressure distributions and limiting streamlines for 33CT (left, middle, right for model scale RaNS, full scale RaNS, and 
potential flow results, respectively; top and bottom for V and U types, respectively)

─ 538 ─ ─ 539 ─



275Journal of Marine Science and Technology (2019) 24:260–283 

1 3

pressure fields for the self-propulsion condition. As shown in 
the table and figure, differences in those designs are mainly 
attributed to differences in pressure field around the duct, 
which had direct influences on the acceleration and decel-
eration of flow in the region. Through those considerations 
in association with discussions for Eq. 31 and the impact of 
the terms, id051 is selected for EFD validation.

Table 4 shows the comparison of CFD and EFD results 
for the selected design, where the gain due to ESD is clearly 

seen in both results and, although the magnitudes are over 
and under predicted within allowable error, the trends shown 
in EFD are also correctly predicted by the present CFD. Our 
investigation suggests that trends in Δ(1 − t) and Δ(1 − wt) 
are mostly related to flow aspect around upper and lower 
half of duct, respectively. The duct thrust, which has a large 
influence on (1 − t), is mostly generated in the upper half and 
flow separation must be avoided. Gain in (1 − wt) is attrib-
uted to decelerated flow in the region near the lower half of 
duct. Finally, estimated ESD power gain in consideration of 
tank test is 4.6% for Fr = 0.140, which is mainly attributed to 
gain in (1 − t) which is suggested in Eq. 30, i.e., contribution 
of (1 − t) is nearly twice as large as that of (1 − wt). Those 
trends predicted by CFD agree well with our design experi-
ence and the present optimization of duct design is overall 
successful in our judgement.

6  Example of application: evaluation 
of energy saving effects of pre‑swirl 
stern‑fin

The next example is pre-swirl stern-fin (PSF) test case, 
where the present VDA is used to evaluate hydrodynamic 
effect of ESD. Target functions are defined as per Eq. 38. 
This ESD is also located near the stern and right before the 
propeller, and the same energy saving effects as those for the 
previous stern duct ESD are aimed. That is, improvement of 
propeller inflow and generation of propulsion forces using 
the accelerated stern flow due to propeller suction effects. 
The ship hull form is a 21,000 DW contractor design tanker 
(referred to as 21T), whose dimensions are: Lwl ~ 144 m, 
B ~ 24 m, d ~ 10 m, and design speed Vs ~ 14.5 kn. EFD 

(38)Evaluate

{
F1 = 1 − t

F2 = 1 − wt

.

Fig. 17  Overview of stern geometry and installment of stern duct 
(208BC duct optimization test case)

Fig. 18  Distribution of new designs from the present MOGA (208BC 
duct optimization test case)

Fig. 19  Distribution of solutions with respect to design variables in 
MOGA optimization (208BC duct optimization test case)

─ 540 ─ ─ 541 ─



276 Journal of Marine Science and Technology (2019) 24:260–283

1 3

and CFD are performed for the baseline design of hull and 
ESD, to identify important flow features to be considered in 
design optimization. CFD method is NAGISA along with 
zero Fr model scale conditions (Re ~ 6 × 106) and ship-point 
self-propulsion conditions are performed using a custom-
design clockwise rotating propeller for this ship. Turbulence 
model is Modified Spalart–Allmaras with system param-
eter cover = 20. The full-load and even-keel conditions are 
assumed. Topology and total number of computational grids 
are OO type and about 4.6 million cells, where about 3 mil-
lion cells for hull part and 1.6 million cells for ESD and rud-
der. As is the previous case, meshing and overset preprocess-
ing are performed using AUTODES and GTOOL, and the 

setup conditions are determined for optimal turnaround and 
acceptable accuracy.

Figure 24 shows the CFD results for surface pressure field 
and flow separation region (iso-surface of U = 0) for base-
line design. It is seen that for the latter separation region 
is reduced due to acceleration of flow by propeller suction 
effects, and stern surface pressure is generally decreased. 
Rudder surface pressure indicates similar trend, i.e., 
decrease of pressure in the mid-body region due to acceler-
ated flow, but near the leading edge where the stagnation 
pressure increases and the peak areas are clearly shifted in 
different direction in the upper and lower regions of rud-
der, which is due to the rotated flow right after propeller. 

Fig. 20  Influence of design 
variables on resistance (208BC 
duct optimization test case)

Fig. 21  Influence of design 
variables on propulsion factors 
(208BC duct optimization test 
case)
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Those overall flow features agree with our design intuition, 
and the present CFD appears to accurately capture those. 
Table 5 shows comparison of CFD and EFD results of tar-
get functions, i.e., self-propulsion factors, where the trends 
shown in EFD are correctly predicted by the present CFD 
within allowable error in our judgment. It is noteworthy in 
detailed flow aspects shown for each fin, i.e., Figs. 25 and 

26 compare detailed flow aspects around each fin for towing 
and self-propulsion conditions. It is noteworthy that each fin 
plays its own role to effectively perform as ESD, i.e., star-
board side fins for better propeller inflow arrowing relatively 
large flow separation, in contrast, port side fins for better 
trust effects avoiding flow separation. This information is 

Fig. 22  Comparison of sur-
face pressure field and flow 
separation region (iso-surface 
of U = 0) for id051 design and 
its open-angle variated ver-
sions. id051 is one of Pareto 
set designs. Left and right 
correspond to towing and self-
propulsion conditions, respec-
tively (208BC duct optimization 
test case)
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considerably useful to optimize fin arrangement along with 
fin shape in further investigation.

7  Concluding remarks

In this paper, for the first time, basic idea and examples of 
application of VDA were proposed and presented. Main 
aim of the method is to overcome the issues claimed for 
current CFD with limited level of accuracy especially for 
prediction of power, i.e., DP or EP. Instead of just count-
ing on predicted value and solve a SOOP to minimize, we 
first introduce VDA to decompose a target ship performance 
function into terms including embedded parameters, then 
formulate and solve a MOOP. Any scheme to solve MOOP 
can be applied. An overview of the present approach was 
given and results were discussed including comparison 
with available EFD data, and detailed analysis of flow and 
integral parameters were presented. The effectiveness of the 
present approach was also discussed.

First, detailed evaluation of the present approach associ-
ated with practical design projects was discussed, involv-
ing exploration of its design space and investigation of hull 
form and associated flow features. Test parent design is two 
types: chemical tanker and bulk currier hull forms designed 
in NMRI EEDI Project Team. It is shown that the present 
SBD in association with VDA of target function effectively 
cooperates with the traditional design approach. The hull 
form blending is shown to be a very promising approach, 
while selection of parent designs and form of objective func-
tions are also key techniques. Moreover, as stated in [27], 
high performance post-process technique of a large CFD 
date is of importance as well, e.g., movie-style continuous 
presentation of geometry and flow between the two con-
ceptually different ship designs provides novel intuitions of 
basic flow physics associated with the geometry, and those 
are found to be very useful design information especially for 
young designers.

The next example was stern duct optimization test case, 
for which the shape of ESD located near the stern and right 
before the propeller is optimized. The ship hull form is the 

Table 3  Comparison of design variables for Pareto optimal designs 
(208BC duct optimization test case)

id Open angle (°) Position (%Dp)

id051 13.2 13.3
id023 11.1 14.4
id040 13.8 23.4
id046 16.7 16.6
id047 16.4 16.5
id139 17.3 19.8

Fig. 23  Comparison of surface pressure field for Pareto set designs. 
For self-propulsion conditions. (208BC duct optimization test case)
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contractor design bulk carrier. This test case was also suc-
cessfully demonstrated, and the trends shown in the results 
between the baseline and optimal designs agree well with 
those of EFD. Detailed discussion regarding geometry 
and flow were given, and again the validity of the present 
approach was indicated. The third and final examples are 
related to PSF test cases where fins are attached near the 
stern end and right before the propeller. The results are again 
seen very favourable. The present VDA can be used to evalu-
ate energy saving effect of ESD, i.e., predicted results show 
good agreement with EFD data. The results indicate note-
worthy fact that each fin plays its own role to maximize ESD 
performance. Optimal PSF design will be extremely difficult 
without SBD tools like one demonstrated in this study.

In conclusion, based on all of achievements discussed 
above, the present approach is shown very promising and 
worthy for further evaluation and applications. Design opti-
mization as well as the exploration of design space dem-
onstrated in the present work was not be efficiently possi-
ble without utilizing the present approach, i.e., SBD with 
detailed observation of decomposed target parameters. The 
propulsive factors in this case are theoretically derived by 
the present VDA. Solution method based on MOOP scheme 
was shown capable. Since the scheme is effective to handle 
with different accuracy objective functions but with trust-
worthy trends. Once MOOP is introduced in optimization 
framework, consideration of other design functions, e.g., 
seakeeping merit functions or structural merit functions, is 
possible in a straightforward manner. Now, we have a confi-
dence that, if our approach is properly used, the knowledge 
and capability of the traditional design will be expanded to 
explore design space and capture important trends of new 
design and flow.

Table 4  Comparison of results between CFD and EFD for the 
selected Pareto optimal design, id051 (208BC duct optimization test 
case)

EFD CFD ΔE/(EFD 
w/o WAD) 
(%)

Δ(1 − t) 0.021 0.015 − 0.70
Δ(1 − wt) − 0.023 − 0.005 2.70
ΔηR − 0.003 − 0.002 0.10

Fig. 24  Comparison of computed surface pressure field and flow 
separation region (iso-surface of U = 0) for baseline design. Top and 
bottom (a, b) correspond to towing and self-propulsion conditions, 
respectively (21T pre-swirl stern-fin (PSF) test case)

Table 5  CFD and EFD results of self-propulsion factors for the base-
line design (21T PSF test case)

ΔV/V = (V2 − V1)/V1, where V1 and V2 correspond to V for without and 
with fins, respectively

EFD CFD

Δ(1 − t)/(1 − t) − 0.110 − 0.080
Δ(1 − wt)/(1 − wt) − 0.044 − 0.036
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Fig. 25  Fins a–e local view of 
computed surface pressure field 
and flow separation region (iso-
surface of U = 0) for baseline 
design (21T PSF test case for 
towing condition)
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Fig. 26  Fins a–e local view of 
computed surface pressure field 
and flow separation region (iso-
surface of U = 0) for baseline 
design (21T PSF test case for 
self-propulsion condition)
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